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Opinion
Glossary

Active forgetting: the idea that, instead of passively disintegrating, memories

are actively removed, on the basis of, for example, relevance or recency.

AMPA receptor: an ionotropic glutamate receptor responsible for most

excitatory fast neurotransmission in the central nervous system.

Catastrophic interference: neural networks store memories as patterns of

activity, such that representations consist of a set of nodes and the weights of

their connections. Because neural networks have a finite number of nodes and

connections, networks eventually reach saturation and the addition of another

activity pattern will disrupt existing memories, leading to catastrophic

interference.

Consolidation: cellular (or synaptic) consolidation refers to the processes that

stabilize the learning-induced changes in synaptic morphology that represent

the biological substrate of memory. Disrupting these processes before

completion causes partial or full memory loss. Systems consolidation refers

to a reorganization process of the brain systems that support memory,

specifically, the hypothesis that some memories that initially require

hippocampal involvement no longer do so after some time.

Decay: forgetting due to a gradual loss of the substrate of memory. In his law

of disuse, Thorndike posited that, unless regularly used, all memory decays,

akin to a muscle that will atrophy if it is not exercised [11]. It has generally been

assumed that decay is a passive process.

Episodic memory: memory for what, when, and where. It is a matter of debate

whether this form of event memory is uniquely human or not.

Explicit memory: unlike implicit memory, explicit memory is consciously and

intentionally retrieved. Explicit memory is either episodic (event memory) or

semantic (factual knowledge).

Forgetting: forgetting refers to the absence of expression of previously

properly acquired memory in a situation that normally would cause such

expression. This can reflect actual memory loss or a failure to retrieve existing

memory.

Interference: according to interference accounts of forgetting, mental activity

can impact memory by affecting actual memory content or its retrieval.

Acquiring a new memory, for example, can retroactively impair existing

memory, or existing memory can proactively impair memory acquisition.

Reconsolidation: use (retrieval or reactivation) can induce a transient state of

heightened plasticity in long-term memories that resembles the unstable state

of new, not yet consolidated memories. In this state, reactivated memories are

malleable and can be modified and modulated.

Rapid eye movement (REM) sleep: a sleep state characterized by saccadic eye

movements typically occurring in rapid bursts, low to absent muscle tone, and

EEG activity consisting mainly of theta and beta waves.

Slow-wave sleep (SWS): also called deep sleep, a sleep state characterized by

little to no rapid eye movement and EEG activity consisting mainly of slow,

large delta waves.

Long-term potentiation: a long-lasting increase in synaptic potentiation (or

synaptic strength) that can be induced with high-frequency (tetanic) stimula-

tion pulses or correlated firing of the post-synaptic and pre-synaptic neuron.
Although the biological bases of forgetting remain ob-
scure, the consensus among cognitive psychologists
emphasizes interference processes, rejecting decay in
accounting for memory loss. In contrast to this view,
recent advances in understanding the neurobiology of
long-term memory maintenance lead us to propose that
a brain-wide well-regulated decay process, occurring
mostly during sleep, systematically removes selected
memories. Down-regulation of this decay process can
increase the life expectancy of a memory and may even-
tually prevent its loss. Memory interference usually
occurs during certain active processing phases, such
as encoding and retrieval, and will be stronger in brain
areas with minimal sensory integration and less pattern
separation. In areas with efficient pattern separation,
such as the hippocampus, interference-driven forgetting
will be minimal, and, consequently, decay will cause
most forgetting.

Current thinking on forgetting
Forgetting of established long-term memory (see Glossary)
may indicate that memory is either physically unavailable
(that is, memory is lost) or that it is (temporarily) inacces-
sible. With some exceptions, theories proposed within the
domains of experimental and cognitive psychology often
emphasize one type of forgetting over the other [1]. Two
explanations for actual, non-pathological memory loss
have been proposed, one involving decay of aspects of
the memory trace, the other involving interference with it.

Current consensus favors the latter of these two explana-
tions for actual memory loss (see Supplementary Material
for an abbreviated history of decay theory). It is supposed
that interference processes are responsible for much of
everyday forgetting and the decay hypothesis has been
generally rejected as an explanation for forgetting of long-
term memories [1,2]. Interference manifests in two principal
ways. First, shortly after initial learning, task-related or
task-unrelated mental activity can impair memory, proba-
bly by disrupting cellular consolidation processes [3,4]. Sec-
ond, the expression of established, fully consolidated long-
term memory can suffer from interference at the retrieval
stage [5]. For example, during retrieval, competing memo-
ries may interfere with the recall process. Although it was
thought that this type of reproductive or output interference
mainly determined whether or not a memory was retrieved
[6], recent research on post-retrieval memory plasticity
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suggests that it could also affect the content of memory
[7]. Because retrieval of consolidated memories induces
plasticity in the relevant traces, subsequent exposure to
new material can then affect the restabilization, or recon-
solidation, of the reactivated memory, akin to what can
happen after initial learning [8]. This can lead to the inci-
dental incorporation of new material into the reactivated
Long-term depression: a long-lasting decrease in synaptic potentiation. In the

hippocampus, it can be induced with low-frequency stimulation.
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memory [9] or can in some circumstances decrease memory
retention [10].

Able to explain many experimental results, interference
theories have pushed aside alternative accounts of for-
getting. It was once widely assumed that, unless periodi-
cally recalled, long-term memory may ‘simply’ vanish and
fade away over time due to some unspecified biological
process [11]. It has long been known that the converse is
true: regular use supports long-term memory mainte-
nance. The recently well-documented beneficial effects of
testing on retention [12] show that the act of recall pro-
motes long-term memory preservation. It should be noted
that frequent recall can also distort and impair memories,
with the timing of recall after learning determining wheth-
er memory distortions or improvements will occur [13].
Memory in animals also benefits from repeated use [14].
When tested two days after learning to fear a certain
spatial context, rats will express fear only towards the
training context, but not towards other contexts. Three
weeks after training, however, rats fear familiar and novel
contexts alike. This change in memory for what place to
fear can be prevented by reactivating the fear memory,
that is, by re-exposing rats briefly to the training context
several times during the three weeks between training and
memory test. Rats reminded in this way will fear the
spatial context in which training was carried out more
so than they fear other contexts, whereas rats that have not
been regularly re-exposed to the training context will fear
the trained as well as other contexts equally [14]. However,
these demonstrations of the effects of use provide only
indirect support for the original notion of forgetting by
decay and can be interpreted as supporting interference
theory. It has not been easy to provide direct evidence of
memory loss through disuse.

Notwithstanding the success of interference-based the-
ories to describe the factors that promote forgetting, the
truth is that we do not know why or how the brain actually
forgets [15]. Our goal in this article is to discuss this age-old
debate in the context of recent findings in the study of
memory at both the cellular and systems levels, and to put
forward a neurobiologically-based framework for memory
and forgetting. Recent advances in the study of the cellular/
molecular underpinnings of long-term memory persis-
tence, to be discussed in detail below, suggest memory
decay as a major forgetting process. They allow us to assign
organized memory removal a central role in the everyday
forgetting of consolidated memories and in memory orga-
nization.

It is generally assumed that forgetting is more a vice
(i.e., dysfunction) than a virtue (i.e., constitutive process);
however, the idea that forgetting might be beneficial for
memory has been frequently expressed [3,4,16–19] and
Jorge Luis Borges illustrated its essential role for the
human experience in his short story about Funes [20].
As Funes could not forget anything, he could not live a
normal life because a sea of unimportant details swamped
every moment of awareness. We agree that, without con-
stitutive forgetting, efficient memory would not be possible
in the first place.

In our view, decay-driven forgetting is a direct conse-
quence of a memory system that engages in promiscuous
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encoding. The benefit of such promiscuity is access to a lot
of information, so that ‘choices’ about what to keep and
what to delete can be made off-line, mostly during certain
sleep phases. The cost is the need for a dedicated forgetting
mechanism that removes unwanted information. We pro-
pose decay as an active, well-regulated process, in contrast
to the standard notion of decay as a passive process akin to
radioactive decay. In our view, a well-regulated, dedicated
process that systematically removes memories not only is
more efficient, but can also be better controlled (up- or
down-regulated), depending on specific demands and
metaplastic constraints, which allows for greater flexibility
and adaptability of the memory system.

The circuit architecture of a given brain system, in
particular the nature of its pattern separation capacities
(i.e., the degree to which neural representations overlap,
with orthogonal patterns being maximally separated) will
determine whether interference or decay presents as the
predominant forgetting mechanism. In systems with effi-
cient pattern separation, such as the hippocampus, inter-
ference will be low or even absent. In systems with little
pattern separation, encoding of new traces will necessarily
cause interference. We propose that during certain sleep
phases, such as slow-wave sleep or rapid eye movement
(REM) sleep, when interference by new learning is not a
factor, decay happens in all brain systems. In brain areas
that exhibit low interference at all times, such as the
hippocampus, decay will be the primary mechanism to
prevent extensive interference, that is, a state of system
failure induced by pattern overload.

Forgetting in multiple memory systems: hippocampus
and neocortex
In agreement with most current views (for a review, see
[21]), we suppose that what are generally referred to as
explicit memories initially consist of two components: con-
tent representations largely dependent on neocortical net-
works and a spatial-contextual representation dependent
on the hippocampus that indirectly links, and serves to
index, the dispersed neocortical representations. The list-
or story-learning tasks usually employed to study for-
getting (predominantly interference) in humans are exam-
ples of such explicit, episodic memories.

At the heart of our approach is the notion that the circuit
architecture of the hippocampus diminishes interference
between hippocampal memory traces [22]. Together with
CA3, the dentate gyrus allows for orthogonalization of
representations, or activity patterns, even in light of very
similar inputs as, for example, in the case of highly similar
spatial environments [23]. It seems that, in the dentate
gyrus specifically, young adult-born granule cells promote
pattern separation [24]. Taken together, these mecha-
nisms reduce the overlap of representations in CA1 and
CA3 [25]. This being the case, interference cannot account
for most non-pathological forms of forgetting of hippocam-
pal memory (Figure. 1a). Instead, we propose that for-
getting of the hippocampal component of explicit
memory takes the form of loss, or reversal, of learning-
induced changes in synaptic potentiation [26], the biologi-
cal substrate of the decay process envisioned by Thorndike
in 1913 [11].
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Figure 1. Systems effects of decay-like forgetting in hippocampus. We assume that most memories have hippocampal and extra-hippocampal components. (a) The effects

of the successive encoding of four memory representations. In the hippocampus, because of efficient pattern separation, even similar inputs will result in non-overlapping

representations. This is not the case for most neocortical networks, where the risk of interference by new learning is therefore high. The hippocampal representations,

linking to extra-hippocampal memory components, thus allow for reinstantiation of the original pattern despite overlapping extra-hippocampal representations. (b) The

same input leads to inseparable patterns in neocortical areas when the hippocampal component is missing, as in amnesic patients. (c) Once memories are encoded, they

are subject to constitutive decay-like forgetting. We show here an example of memory traces that survive this type of forgetting. After encoding, cellular consolidation

processes stabilize neocortical memories (this can take from minutes to some hours). During sleep, hippocampal replay reactivates these new memories, which can

strengthen extra-hippocampal traces. At the same time, decay-like processes begin to remove hippocampal memories (either during the same or a different sleep phase).

Once decay processes remove the hippocampal component, only neocortical components remain, provided that they had been sufficiently strengthened. These memories

are thus no longer bound to a spatial-contextual representation hosted by the hippocampus.
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We assume that explicit memories always include both a
hippocampal and neocortical component, even when memo-
ry tasks can in principle be performed without the involve-
ment of the hippocampus. In plastic memory phases,
typically termed cellular consolidation and reconsolidation,
this hippocampal trace can be modulated, that is, strength-
ened or weakened, thus increasing or decreasing the speed
of its decay. In many, perhaps most, cases of everyday
memory, the hippocampal spatial-contextual trace decays
rather quickly, that is, within days and weeks, whereas the
dispersed neocortical traces can persist, despite the loss of
the hippocampal representation of the context initially
linking these contents and their neocortical traces.

The regions that represent the varied contents of an
everyday memory are dispersed across the neocortex and
are only sparsely linked, if at all. This fact creates a
problem for the associative learning of arbitrary multimod-
al associations, which form the basis of episodic or episodic-
like memories. This problem led to the suggestion that the
hippocampus serves as a hub that links dispersed neocor-
tical representations, allowing for arbitrary associations
and, hence, for the formation of episodic memories [27,28].
Given the nature of neocortical coding, the laying down of
new neocortical representations can interfere with existing
representations, which may result in what has been re-
ferred to as catastrophic interference [29,30]. Absent the
powerful pattern separation mechanism instantiated in
hippocampal circuits, neocortical circuitry suffers from a
relative inability to separate one memory from another –
which can manifest as memory loss on the behavioral level.

By contrast, the pattern separation properties of the
dentate gyrus [24,25] greatly minimize the probability of
interference between memories in the hippocampus, even
closely related ones [23]. Because the sensory/perceptual
content of memory is represented in neocortical structures
from the outset, namely, during encoding [31], one way to
minimize confusion between similar memories in neocor-
tex is by linking the contents of a specific episodic memory
to its unique spatio-temporal context. These contextual
memory representations serve as indices that point direct-
ly and indirectly to discrete synaptic subpopulations in
neocortical areas. Thus, although the neocortex likely
113
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represents memories using overlapping neuronal popula-
tions, discrete subsets that represent specific memory
contents can be activated by virtue of the hippocampal
contextual index, that is, the hippocampal projections to
these neurons (Figure 1a). The hippocampal contribution
is, therefore, critical for the protection of recently acquired
memories, which are presumed to be relatively weak and
especially prone to disruption by interference caused by
new learning [32]. It is important to bear in mind, of course,
that there are multiple synapses separating the hippocam-
pal contextual representation from the highly specific sen-
sory-perceptual details that define a specific episode, and
that the indexing process must work its way through many
levels.

We assume that the more ‘perceptual’ (and less ‘concep-
tual’) the representations a brain area supports, the stron-
ger the retroactive interference caused by the encoding of
new memory traces. That is, in early sensory processing
areas, interference will be more pronounced than in areas
further along the visual processing stream. For example,
recently formed memories will suffer extensive interfer-
ence from new visual encoding in V1, whereas in perirhinal
cortex interference levels will be moderate to low, and in
hippocampus interference will be low or generally absent.
As sensory signals become more integrated, the risk of
interference from new input diminishes because the
recruited neuronal subpopulations overlap less and less.
This means that perceptual details should be more readily
lost and that, as a consequence, forgetting processes are
intimately involved in the development of ‘schemas’, or
‘concepts’, or ‘abstract’ knowledge.

Our proposal resembles in some respects the hierarchi-
cal-representational perspective on memory organization
[33]. Briefly, this view assumes that visual representations
are distributed along the visual processing stream, in that
early (in humans, posterior) regions, such as V1, represent
concrete object features, whereas later (in humans, anterior)
regions, such as perirhinal cortex, represent the conjunc-
tions of these. Feature conjunction representations reduce
interference probability because they bind together a rela-
tively unique set of distributed representations that togeth-
er constitute the representation of an object. Rats with
perirhinal lesions often present with deficits in object rec-
ognition, which are exacerbated by visual experience during
the retention interval. Similar to findings with amnesic
patients [34], such deficits can be overcome if visual stimu-
lation is reduced in the time between learning and memory
testing [35].

Over time, neocortical representations may, with the
help of the hippocampus, become sparser and more efficient,
the network contents becoming better integrated into exist-
ing memory ensembles by adjusting and optimizing synap-
tic potentiations, probably by virtue of offline hippocampal
reactivations (during certain sleep phases or periods of quiet
wakefulness). In a sense, this hippocampus-mediated pat-
tern optimization is similar to the idea that the hippocam-
pus functions as a ‘teacher’ that permits the neocortex to
gradually integrate new memories into existing representa-
tions, but the proposed mechanisms differ significantly [29].
Once these new representations have been integrated into
existing network representations, the hippocampus is no
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longer essential to retrieval of some aspects of a memory.
Although expression of the memory would still benefit from
a hippocampal contribution, in that this would, for example,
allow situation-specific retrieval, expression in a generic
sense might be possible without it (hence the limited effect
of hippocampal lesions on expression of gist-like older mem-
ories, which occurs in a context-generalized fashion).

Like others, we propose that during learning the hip-
pocampus indirectly provides a kind of pattern separa-
tion for potentially overlapping neocortical memory
representations (Figure 1a), thereby reducing the proba-
bility that interference will impair these not-yet-consoli-
dated new memory patterns [36]. This account finds some
support in the finding that less forgetting of existing
memories is observed when during learning of new,
similar material, these old memories are reactivated,
as indicated by hippocampal activity patterns associated
with these memories [37]. Indirect support for this as-
sumption comes from studies showing that interference
can be reduced in rats when the first and the second list of
items are encoded in different spatial contexts [38].
Strong support, however, comes from recent findings
on the role of adult neurogenesis in rodents. The dentate
gyrus supports continuous neurogenesis in the adult
brain [39]. Suppression of neurogenesis in the dentate
gyrus impairs spatial learning [40], and the removal of
newly generated dentate gyrus neurons disrupts estab-
lished hippocampus-dependent memories, but has no
impact on memories that do not require the hippocampus
[41]. Increasing evidence links dentate gyrus neurogen-
esis to pattern separation [22,42]. In accord with the
notion that pattern separation mediated by the dentate
gyrus reduces interference, suppression of neurogenesis
promotes interference in a hippocampus-dependent ol-
factory discrimination task [43].

Our proposal accounts for the oft-reported observation
that amnesic patients, who suffer from compromised me-
dial-temporal and hippocampal function, present with ex-
tensive interference [44]. Instead of viewing this increased
interference as the cause of amnesia, we view it as an
indirect consequence of the inability to separate overlap-
ping neocortical ensembles (Figure 1a, b). Research in
recent years has convincingly demonstrated that memory
retention in amnesic patients can be dramatically en-
hanced when periods of rest and reduced sensory stimula-
tion follow memory encoding; when similar material is
learned or when other activity follows memory encoding,
amnesic patients forget (and much more so than healthy
control subjects). Amnesic patients forget word lists or
prose text within minutes after learning, but if learning
is followed by up to one hour of inactivity or rest, forgetting
is greatly reduced [34,45], and memory acquired in this
manner can then even persist for at least a week [4]. These
findings strongly suggest that in brains with damaged or
compromised hippocampal function interference from new
learning can cause extensive forgetting during wake, or
active states, possibly by disrupting memory consolidation
processes. Importantly, this type of interference mainly
affects memories in plastic states, such as those after
encoding (consolidation) and after retrieval (reconsolida-
tion). If these memories are allowed to consolidate without
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interference, they can last as long as they would in healthy
individuals.

A role for decay in everyday forgetting
The findings from these studies with amnesic patients also
show that new learning of similar material or interpolated
activity does not cause complete amnesia in healthy control
subjects, and, depending on the material, forgetting due to
interference may even be minimal. For example, in one
study [34], retention of a word list dropped from 41%
immediately after learning to 19% when new learning
was followed by ten minutes of exacting cognitive tasks.
When memory for a story was tested, however, one hour of
potentially interfering activity only led to a drop from 62%
to 50%, whereas retention after one hour without interfer-
ing activity was 57%. Interference thus does not always
cause meaningful loss for recently acquired memories and
it may not be the main factor that causes forgetting in fully
consolidated memories [34].

In everyday life, mental activity follows almost all
learning, including encoding of similar memories, yet
many memories are retained at the end of the day and
some even survive for a lifetime. Some memories will be
compromised during the day as a consequence of interfer-
ence caused by new memory encoding or, more generally
speaking, stimulus processing, which somehow impairs
ongoing cellular consolidation. It remains to be deter-
mined, however, how the consolidated remains of the
day may be lost, especially for memories that stay dormant
or are rarely used, such that they do not enter retrieval-
induced states of plasticity, during which they would be
vulnerable again to interference processes.

We propose that for many consolidated memories decay-
like processes, rather than interference, lead to the active
removal of their neurobiological substrate. What is lost in
the hippocampus likely includes the spatial-contextual com-
ponent (Figure 1c), which itself seems to serve as the memo-
ry trace that permits the retrieval of memory contents stored
elsewhere [46]. Decay-like forgetting in the hippocampus
may remove the cues necessary to retrieve extra-hippocam-
pal content. Because this component of a memory also
protects the extra-hippocampal content component from
interference (Figure 1a), its removal will render extra-hip-
pocampal memory representations more vulnerable to dis-
ruption by new learning. In this way, decay of traces in the
hippocampus can indirectly promote interference in neocor-
tical sites. As studies with amnesic patients have demon-
strated, interference by mental activity exerts its strongest
influence on subsequent retention only if it occurs shortly
after encoding [4]. Thus, once a memory is consolidated, this
type of interference may not be effective in permanently
removing it should it turn out to be irrelevant. The type of
memory decay described in our proposal provides a mecha-
nism that can remove obsolete consolidated memory traces
in many brain areas; in the hippocampus it seems to be the
main forgetting mechanism.

We suppose that such decay is an integral feature of
memory systems, providing a solution to an adaptive
problem that the brain must solve. Often organisms cannot
immediately determine the lasting importance of an arbi-
trary conjunction of events. Prior experience, and thus
available knowledge, may guide attention, but frequently
an organism cannot know a priori whether a long-lasting
memory should be formed, and if so, which aspects of an
event should be encoded and which aspects ignored. The
ability to quickly acquire as much information as possible
is highly adaptive, increasing the probability of having
captured knowledge that might prove important later.
Since significance often becomes evident only after the
fact, preserving as much detailed information as possible
is important. Having stored this information, some form of
post-hoc significance/relevance signaling, such as stress or
other emotional reactions, can then lead to the selective
strengthening of some of the recently acquired memoires
[47]. A good example of the dynamics displayed by such a
system is memory for the preceding day’s lunch. Most
likely, this memory will still be available the following
day. However, a week later, or even just a few days later, it
will have faded out. Nonetheless, should malaise set in few
hours after dinner, memory for what had been eaten might
be available longer, and, in the case of severe aversive
reactions, this memory may persist for years or even a
lifetime, and often in great episodic detail.

Increases in the levels of certain stimulants, such as
epinephrine and glucocorticoids, accompany these emo-
tional reactions, which can enhance memory retention,
and it has been shown that these substances modulate
cellular consolidation processes in several brain regions,
such as the hippocampus and amygdala [48]. Affecting
expression of AMPA receptors and thereby synaptic poten-
tiation, this modulation can regulate synaptic strength
[49]. These post-acquisition modulatory signals can also
regulate metaplasticity, affecting the extent to which syn-
apses will undergo plastic alterations, such as increases or
reductions of synaptic strength, in the future [50]. Similar
regulatory processes can also follow memory use, as has
been demonstrated in several studies on the reconsolida-
tion effect [8]. This kind of promiscuous memory formation,
left unchecked, would saturate the system fairly quickly,
compromising memory function. Automated forgetting in
the form of potentiation reduction would be a simple yet
efficient method to remove mnemonic waste in a system in
which interference cannot effectively and systematically
eliminate memories deemed less relevant. Those memories
that were strengthened after formation will better with-
stand the forces of forgetting (i.e., decay, as well as inter-
ference), and thus, eventually, only those memories will
remain. In addition, metaplastic modulations can render
memories less likely to lose potentiation by promoting
processes that increase potentiation relatively more than
processes that decrease it [51].

It seems that the best time for this form of well-orga-
nized memory removal of consolidated memories is during
sleep, when the brain is not engaged in the encoding of new
memories. The notion that systematic forgetting is an
important function of sleep is not new. It has been proposed
that reverse learning occurs during REM sleep in order to
remove unnecessary memories acquired during the day
[17]. According to the homeostatic synaptic scaling account
of sleep [18], synaptic potentiation (stemming from day-
time learning) is down-regulated brain-wide during slow-
wave sleep. This rescaling process, which is supposed to
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reduce overall energy requirements, preserves relative syn-
aptic weight differences and may eventually lead to for-
getting because downscaling may effectively silence, or even
remove, synapses that are already weakly potentiated.

The suggestion that forgetting occurs during sleep does
not run counter to the many demonstrations of memory
enhancing effects of sleep [52]. First, these beneficial mne-
monic effects could reflect the selective protection of
retained memories against the effects of systematic for-
getting, whereas other, unprotected, memories are lost.
This view finds some support in recent studies that indi-
rectly suggest the occurrence of forgetting in sleep. Two
studies have shown that sleep can strengthen certain,
relevant memories, whereas no such benefits are observed
for memories deemed irrelevant [53,54]. A study in human
infants provides stronger evidence, showing that a nap
promotes rule generalization in artificial language learn-
ing [55]. This finding suggests that contextual elements
were forgotten during sleep, permitting abstraction. Sec-
ond, it is possible that different sleep phases will selec-
tively promote specific types of plasticity. This idea finds
some support in recent findings which suggest that synap-
tic downscaling occurs preferentially in REM sleep [56],
whereas selective synaptic potentiation characterizes
slow-wave sleep instead [57]. Thus, the numerous demon-
strations of the beneficial effects of sleep on memory reten-
tion in species as diverse as honeybees [58], rats [59], and
humans [60] may reflect the net benefit of processes that
eliminate memories and processes that strengthen them.
Memory-specific plasticity parameters, set by the type of
post-acquisition signaling discussed above, determine how
much decay and how much strengthening will take place
during certain sleep phases.

Possible molecular pathways of decay-like forgetting
Recent studies on long-term memory maintenance support
the notion that hippocampal traces can decay over time.
These studies established the constitutively active, atypi-
cal protein kinase C isoform M-zeta (PKMz) as both neces-
sary and sufficient for maintaining long-term potentiation
and for sustaining long-term memory in various tasks and
brain regions [61]. PKMz is synthesized upon induction of
LTP or during formation of memory [62]. After translation,
PKMz is phosphorylated and then stays constitutively
active [63]. Transiently inhibiting PKMz activity impairs
and often abolishes fully established memories [64], even
those that are several months old [65]. On the other hand,
overexpression of the kinase can enhance weak long-term
memories [66].

Two of these studies on the role of PKMz in long-term
memory maintenance are of particular importance for our
proposal regarding forgetting by decay. In these, rats ac-
quired non-reinforced long-term object location memory,
which is known to depend on the hippocampus [67,68].
The first study established that maintaining long-term
memory of object location requires continuous activity of
PKMz, at both recent (1 day) and more remote (6 days) time
points. Despite dependency on PKMz, however, object loca-
tion memory is lost sometime between 7 and 35 days after
training [69]. The second study asked how PKMz maintains
these object location memories and showed that it does so by
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regulating the trafficking of GluA2-containing AMPA recep-
tors in the dorsal hippocampus [70]. These data support the
conclusion that PKMz prevents the internalization of these
receptors. In that paper, it was also shown that, for auditory
fear conditioning, the strength of the freezing response
correlates linearly with the amount of GluA2-AMPARs in
post-synaptic densities in the basolateral nucleus of the
amygdala. The smaller the amount of GluA2-AMPARs in
these post-synaptic densities, the less memory was
expressed. Taken together, these two studies suggest that
the loss of object location memory observed between 7 and 35
days after acquisition likely reflects the loss of GluA2-con-
taining AMPA receptors in the relevant synapses in the
dorsal hippocampus. This loss of the substrate that supports
memory over time is reminiscent of the idea articulated in
Thorndike’s law of disuse – that synaptic connections weak-
en over time when memory is not exercised [11].

Recent findings demonstrating preserved LTP and long-
term memory formation in developmental, as well as in-
ducible, PKMz knockout mice [71,72] seem to question
whether PKMz is essential for long-term memory mainte-
nance, as we claim here. These findings are quite interest-
ing, as they likely provide evidence for evolutionarily
conserved compensatory mechanisms [73], similar to what
has been observed in mutant mice in which aCaMKII
autophosphorylation was deficient [74]. Although aCaM-
KII autophosphorylation is necessary in wild type animals
to form memories, mutant mice were able to compensate by
using different mechanisms. In the case of PKMz, another
atypical PKC isoform, PKCi/l, can functionally compen-
sate when PKMz is absent [75,76]. This is not surprising,
as the nucleotide sequences of the full-length isoforms,
such as PKCz and PKCi/l, are almost identical: both have
the same pseudosubstrate sequence, such that ZIP, the
peptide used in many studies to inhibit PKMz, also inhibits
PKCi/l [77]. Proteolysis can transform activated PKC iso-
forms into constitutively active PKM forms [78]. In addi-
tion, like PKMz, PKCi/l is also activated during LTP [79].
Thus, we suggest that, in the absence of PKMz, PKCi/l
may assume the essential functional roles of PKMz, such as
maintaining memory by regulating GluA2-dependent
AMPA receptor trafficking.

There are several possible mechanisms that naturally
implement decay [80,81], although it remains to be seen
which of these in fact occur. We mention here only two of
these. First, it is known that learning can lead to synthesis
of PKMz within minutes after the event [82]. Memory
reactivation or strengthening (by post-acquisition modula-
tions) could maintain PKMz upregulation, thereby sustain-
ing the AMPA receptors critical to the maintenance of the
memory. If the memory is not reactivated or strengthened,
no new PKMz would be supplied, and when existing PKMz

is degraded, internalization of GluA2-containing AMPA
receptors will set in, leading to the loss of potentiation and
thus memory. Second, reductions of synaptic strength in
the form of LTD and depotentation require GluN2b-con-
taining NMDA receptors [83]. A signal to internalize
GluA2-containing AMPA receptors might thus come in
the form of an LTD-like stimulus from GluN2B-containing
NMDA receptors. LTD leads to degradation of PKMz [84],
and PKMz loss leads to the loss of memory. In order to
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activate NMDA receptors, action potentials are not neces-
sary [85]. Glutamate is released in small amounts even
during basal states and, when it binds to NMDA receptors,
a small amount of calcium can enter the cell. For this type
of calcium channeling, the magnesium block does not need
to be removed from the receptor [86]. This calcium influx
might resemble an LTD- or depotentiation-like signal,
leading to the internalization of GluA2-containing AMPA
receptors. The finding that blocking NMDA receptors dur-
ing a five-day retention interval prevents forgetting of
spatial memory in rats [87] lends support to this account
of the role of NMDA receptors in forgetting. Owing to the
role of the NMDA receptor in learning and memory forma-
tion, this result has been interpreted as supportive of
interference-based accounts of forgetting [16] because
blocking NMDA receptors during the retention interval
likely blocks new learning. However, because the drugs
used in this study (CPP and AP5) block all NMDA recep-
tors, irrespective of subtype composition, it is also possible
that memory was preserved because inactivating GluN2b-
NMDA receptors reduced LTD or depotentiation, which
prevented memory decay.

Other mechanisms that implement decay are certainly
possible [81] and most likely several will be involved; we
mention these two to illustrate some possible ways the
form of decay we propose here could emerge. We assume,
however, that decay-like forgetting will depend on actively
regulating GluA2-AMPAR contents at post-synaptic sites
and that the NMDA receptor will play a metaplastic role in
Box 1. Predictions

In our model of forgetting, the hippocampal component of most

memories is ultimately lost, such that long-term human memories

will generally be of a semantic rather than an episodic nature

(Figure 1c). This episodic-to-semantic shift over time is very similar, if

not identical, to the context generalization phenomenon, that is, the

tendency to express behavior that once was specific to the learning

context in other contexts over time. In animals, such generalization is

often studied using contextual fear conditioning, as briefly alluded to

above. Approximately 10-15 days after learning, animals that shortly

after training only feared the training context now fear any context

remotely resembling the original one. According to our model, this

generalization results from forgetting of the hippocampal contextual

component of the memory, such that only elemental stimuli

represented outside the hippocampus remain to trigger the fear

response, and these elemental stimuli (e.g., the metal grid on the

floor, the shape of the box, etc.) are common to many contexts. Along

with others [93], we thus predict that such generalization would not

be observed when the hippocampal trace is artificially maintained

during the retention interval by interfering with normal decay

processes.

This approach can be extended to other memory phenomena. For

example, conditioned responses, such as fear to a tone acquired

during auditory fear conditioning, can be extinguished by repeatedly

presenting the conditioned stimulus alone (i.e., presenting the tone

without the reinforcer). As a consequence of this extinction training,

the conditioned stimulus no longer elicits the conditioned response.

However, the conditioned response can return some days after the

extinction training. It remains unclear what processes mediate this

spontaneous recovery, but one possibility is that the extinction

memory could be lost over time through the action of decay-like

forgetting processes as outlined above. Because extinction training

does not literally erase the conditioning memory it inhibits [94], the

conditioned response would return when the extinction event is

forgotten. Consequently, spontaneous recovery could be prevented
determining the degree to which memories will be subject
to decay. Such regulation is necessary, as those memories
deemed significant will need to be protected from the
constant force of forgetting. This might include, for exam-
ple, memories accompanied by strong emotional reactions,
novelty signals, or memories that reflect recurring events.
GluN2b-containing NMDARs may be involved in these
regulatory mechanisms, having been linked in previous
research to metaplastic processes. For example, they are
necessary to induce reconsolidation after retrieval [88].
More importantly, it seems that strong memories, that
is, memories that are not quickly forgotten, are character-
ized by reduced GluN2b-NMDAR expression [89,90]. It is
thus possible that resistance to forgetting could be inverse-
ly related to the presence of GluN2b-NMDAR at postsyn-
aptic sites. This suggestion is similar to the notion that the
ratio of GluN2A- to GluN2b-containing NMDA receptors
determines the direction of synaptic plasticity [91] – a
stronger GluN2b than GluN2A expression thus favors
LTD over LTP processes and vice versa.

Our proposal views forgetting of consolidated long-term
memory as an active process that systematically removes
learning-induced changes in synaptic potentiation over
time. Recent data from Drosophila melanogaster provide
strong support for these suggestions [92]. Here, olfactory
memory requires the dDa1 dopamine receptor in the mush-
room body. Surprisingly, another type of dopamine recep-
tor, DAMB, is necessary for forgetting. In mutant flies that
did not express the DAMB receptor, forgetting of labile
by artificially maintaining the extinction memory. This possibility

remains to be tested.

If this type of forgetting represents a well-regulated feature of the

brain, then perhaps it could play a part in certain pathologies. One

obvious candidate would be Alzheimer’s disease (AD). Whereas later

stages of AD are characterized not only by devastating memory loss

but also by the inability to form new memories, in earlier stages of the

disease memories can still be formed, even though they are rather

quickly forgotten. Accelerated forgetting has also been found in a

mouse model of AD [95]. Such findings are generally seen as

indicating impaired memory consolidation processes, but it is

possible that deregulated forgetting plays a role, as well. Findings

showing that beta-amyloid promotes removal of postsynaptic AMPA

receptors by engaging pathways involved in long-term depression

[96] suggest that forgetting processes as described above may be

involved in AD pathology. If forgetting is indeed a well-regulated

process, and deregulated forgetting plays a part in AD, then the

pathways involving forgetting may offer novel pharmacological

targets for clinical interventions to alleviate some symptoms of the

disease.

Our model assumes that hippocampal circuit architecture prevents

interference by virtue of pattern separation. Several lines of evidence

suggest that pattern separation is largely a function of the dentate

gyrus. The dentate gyrus is one of the two currently identified areas in

which neurogenesis occurs in the adult brain [97]. As others before

us, we propose that neurogenesis is involved in pattern separation

and thus predict that the rate of neurogenesis in the dentate gyrus will

be inversely correlated with the degree of interference in the

hippocampus [98–100]. Thus, the less neurogenesis, the more new

learning will interfere with memory traces in the hippocampus. We

further predict that reduction of neurogenesis will lead to interference

in both hippocampus-dependent and hippocampus-independent

tasks, based on our assumption that the hippocampus provides

pattern separation for extra-hippocampal areas.

117



Box 2. Questions for future research

� What distinguishes strong, long-lasting consolidated memories

from weak, short-lasting consolidated memories on the molecular

and the systems levels? Are strong memories distinguished by

down-regulation of the molecular pathways involved in decay?

� Is decay of the same speed in all brain areas?

� Does suppression of sleep decelerate decay-dependent forgetting,

as predicted by our model?

� Do forgetting and memory consolidation occur during different

sleep phases or could both processes occur at the same time?

� Does suppression of decay in the hippocampus lead to eventual

catastrophic interference?
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long-term memories was absent; stronger memories re-
quired additional activation of the dopaminergic pathway.
In Drosophila, forgetting appears to be an organized pro-
cess that depends on activation of a specific pathway that
removes long-term memories. Although it remains to be
demonstrated to what extent these processes found in an
invertebrate organism translate to mammalian brains, it is
worth noting (i) that the same receptor class involved in
learning is also involved in forgetting, which is similar to
the role we propose for the NMDA receptor, and (ii) that the
mushroom body, at least functionally, has many similari-
ties to the mammalian hippocampus.

Concluding remarks
In this article, we have suggested that decay-like forgetting
is a well-organized neuronal process that systematically
removes memories from the hippocampus over time, per-
haps preferentially during sleep. This type of forgetting is
essential to maintain overall system functionality. Be-
cause most of the memories automatically formed during
the day are irrelevant, such forgetting will ensure that
most of these unwanted and unneeded memories are re-
moved. Understanding decay-like forgetting as a normal
and regulated component of memory offers alternative,
simpler, and testable explanations for several memory
phenomena, and perhaps even contributes to a better
understanding of some disorders, such as Alzheimer’s
Disease (Box 1). Recent advances in discovering the molec-
ular mechanisms involved in long-term memory mainte-
nance will provide efficient tools to study these predictions
(see also Box 2).
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