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Fact #1: 
We can expect to see even more 
advanced versions of social robots
and artificial intelligence entering 
our everyday spaces as they continue 
to gain acceptance and popularity.

Fact #2: 
A moral agent is someone or something 
that can understand what is right and 
wrong and has the ability to make choices 
based on that understanding.

Fact #3: 
As humans, we tend to give human-
like qualities and personalities to the 
objects we interact with.

PROBLEM: As technology advances, 
people might start seeing human-like 
robots as conscious and capable of feeling 
emotions, even when they're not. This 
could lead to confusion and irresolvable 
debates around their treatment and legal 
status, potentially harming the 
development of artificial intelligence and 
the way we interact with it.

1) It may look like some robots deserve rights, even if they don’t.
If we imagine a future where human-like robots are common, some people might argue that they should have rights
like humans. However, this would be a waste of political time and resources, as these robots don't actually have
feelings or consciousness like we do. It's more important to focus on protecting the rights of actual humans before
worrying about robots.

2) There are more urgent legislative priorities.
Both citizens and lawmakers alike need direction in order to differentiate between urgent and unimportant concerns.
The advent of human-like artificial intelligence forces lawmakers to think about the speculative possibility of
conscious artificial intelligence at a time when, in the short term, artificial intelligence threatens democracy, equality,
and justice, just to name a few.

3) We need to know where to assign blame.
When human-like robots do something wrong, it can be hard to decide who's at fault, especially when it comes to
legal matters. Sometimes, governments and companies might choose to blame the robot because it's easier than
blaming a human. However, it's important to assign blame correctly in order to make sure that justice is done.

Pictured: Innvo Labs’ PLEO robot dinosaur

Pictured: Softbank Robotics’ Pepper

Pictured: MIT Media Lab’s Kismet

WHY DOES THIS MATTER?

INTRODUCTION

If so, how should we treat them?
Think about the ways we assign blame. Mature human beings understand right from wrong, and so we hold them 
accountable for their actions. On the other hand, babies and animals cannot, so it would be wrong to blame them 
morally accountable for their behaviour. Even so, they deserve our kindness, attention, and respect. 

CAN HUMAN-LIKE ROBOTS TELL RIGHT FROM WRONG?

HOW SHOULD WE ADDRESS THE PROBLEM?
I suggest three potential avenues for addressing the problem:
1) Warning-focused approach
Warn consumers in advance that social robots and AI are unconscious.
2) Reverse-Turing test regulation
Impose a requirement that any commercial robot must clearly communicate that it is unconscious. In other words, a
reasonable person must not be able to mistake a robot or artificial intelligence for a conscious being.
3) Non-proliferation or moratorium agreement
Greatly limit the number of commercially available human-like artificial intelligence systems, or put a moratorium on
their commercial availability, thus avoiding a widespread adoption scenario.
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