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Human everyday communication is spoken rather than written,
but the overwhelming majority of psycholinguistic research
underlying models of sentence processing is still based on read-
ing rather than speech-processing data. One reason for this asym-
metry is that written text, as compared to spoken language, can be
much more easily controlled in experimental design. Natural
speech is always ‘contaminated’ with prosodic features, which
increase word-length variability and introduce pitch and ampli-
tude variations; these variables can be completely avoided with
written text. Prosodic features, however, may be important for
communication, and some studies on spoken language suggest
that prosodic information may influence sentence processing to
such a degree that preferences observed during reading may not
apply equally to speech processing1–3. For example, eye-tracking
measures in a reading task indicate4 that sentence 1a is much eas-
ier to understand than sentence 1b:

(1a) Since Jay always jogs a mile and a half this seems like a
short distance to him.
(1b) Since Jay always jogs a mile and a half seems like a very
short distance to him.

Initially, the reader prefers to interpret the noun phrase “a mile
and a half” as the grammatical object of the preceding verb “jogs”
rather than as the subject of the subsequent verb “seems”, as
required in 1b. Thus the initial analysis must be revised in 1b,
which results in a prolonged reading time, a phenomenon called
the ‘garden-path effect’.

The robustness of such effects in reading studies led to the
development of the garden-path model of sentence processing4.
According to this model, initial preferences are exclusively attrib-
uted to the inherent processing principles of an encapsulated syn-
tactic processing system (called syntactic parser), which cannot be
influenced by non-syntactic information5. Semantic interpreta-
tion (or ‘meaning’) occurs only once the syntactic parsing of

grammatical relations has been accomplished. Psycholinguists
have long debated whether or not the initial syntactic preferences
can be immediately overridden by non-syntactic influences such
as semantic or pragmatic cues6,7. When non-syntactic influences
have been found, the temporal immediacy of these effects has
been controversial5. When sentences such as 1a and 1b are pre-
sented auditorily, the initial preference in favor of 1a is consid-
erably diminished by a prosodic boundary after the first verb2.
This finding suggests that prosodic information does influence
decisions about syntactic structure at very early stages.

However, little is known about the exact relationship between
prosody and sentence processing, and in particular the time
course and neural basis of influences such as the one just
described8,9. Event-related brain potentials (ERPs) are a useful
tool for the on-line examination of both normal and impaired
language processing10,11, which may contribute to the develop-
ment of theoretical accounts of prosodic and syntactic interac-
tion. The ERP correlates of initial syntactic misanalyses for both
written and spoken presentation show that the additional costs
are reflected by a late posterior positivity between 500 and 1200
ms (termed the P600 component or ‘syntactic positive shift’)12–15.
In contrast, difficulties of lexical and semantic processing (for
example, “He spread the warm bread with socks”) generally elic-
it an earlier centroparietal negativity between 300 and 900 ms
(the N400 component)16–19 rather than a P600. These two class-
es of ERP effects indicate specific brain responses to different lin-
guistic features. Here we used ERP measures for the on-line
investigation of prosodic features.

We examined the influence of prosody on human parsing per-
formance with both behavioral and neurophysiological (ERP)
measures. The stimulus material consisted of spoken German
sentence pairs similar to the English examples in 1a and 1b. To
establish controlled experimental conditions comparable to those
in reading studies, we needed exhaustive acoustic analyses of the
speech signals. These analyses revealed systematic prosodic dif-
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ferences between the two conditions, suggesting a specific prosod-
ic phrasing and accentuation pattern dependent on the syntac-
tic structure. When the sentences were presented auditorily, the
listener’s event-related brain potentials reproducibly showed a
characteristic positive-going waveform at prosodic phrase bound-
aries, indicating immediate decoding of this information. Fur-
thermore, in a third condition, we introduced the initial prosodic
features of one condition into the other condition, leading to a
prosody–syntax mismatch. Both behavioral and ERP data strong-
ly suggest that the prosodic features determined the initial pars-
ing decisions. The mismatch between prosody and syntax was
reliably detected by the listeners and elicited an N400–P600 pat-
tern of ERP components reflecting a prosody-induced garden-
path effect.

RESULTS
The German sentence material consisted of 48 sentence pairs
such as 2a and 2b, where the bracketing indicates the respective
intonational phrases (IPhs)20 as described below:

(2a) [Peter verspricht Anna zu arbeiten]IPh1 [und das Büro
zu putzen]IPh2
Peter promises Anna to work and to clean the office

(2b) [Peter verspricht]IPh1 [Anna zu entlasten]IPh2 [und das
Büro zu putzen]IPh3
Peter promises to support Anna and to clean the office

As in example 1a, the noun phrase “Anna” is the object of the
first verb “verspricht” (“promises”) in 2a and therefore belongs to
the first IPh. In contrast to 2a but similar to 1b, in sentence 2b
“Anna” is the object of the second transitive verb “entlasten”
(“support”) and belongs to the second IPh. Because of the Ger-
man word order, the correct interpretation of “Anna” is syntac-
tically disambiguated by the second verb only (that is, “arbeiten”
(“work”) in 2a versus “entlasten” in 2b). Compatible with the
predictions of certain theories of syntax–prosody mapping21,22,
however, the 48 speech signals of conditions 2a and 2b differ con-
siderably even before the point of syntactic disambiguation, via
different intonational phrasing and accentuation (Methods).

Our hypothesis was that these early prosodic differences of
spoken language could be sufficient to prevent the garden-path
effect in 2b. If the additional IPh boundary indeed changes the
initial interpretation of “Anna”, then it should even be possible
to reverse the garden-path effect. That is, if the early prosodic
cues of 2b were introduced in sentence 2a, we expected an initial
misanalysis and garden-path effect in this normally easy-to-
process structure. The noun phrase “Anna” would then be erro-
neously attached to the second verb, which is intransitive and
cannot take a direct object as its argument. Using a cross-splicing
technique23, we merged the acoustic signals of the first part of
2b and the second part of 2a between “Anna” and the infinitive
marker “zu” (“to”) of the second verb in each of the 48 sentence
pairs. This resulted in a third condition (2c) with a mismatch
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a bExperiment 1 Experiment 2

Fig. 1. Prosody–syntax mismatch. ERPs of conditions B (blue) and C (red) at nine electrodes from the onset of the infinitive marker “zu” of the crit-
ical second verb until two seconds later, displayed separately for each experiment. Negative amplitudes are plotted upwards. (a) In Experiment 1
(n = 20), the prosody–syntax mismatch condition C is characterized by an N400 component followed by a P600. (b) In Experiment 2 (n = 20), the
same biphasic N400–P600 pattern as in Experiment 1 was elicited in condition C.

Fig. 2. Closure positive shift. Grand-average ERPs of both experi-
ments (n = 40) at the PZ electrode. The waveforms of conditions A
(orange) and B (blue) are superimposed. The word onsets of the sen-
tence examples are aligned to the time axis. Both conditions evoke
closure positive shifts at their respective IPh boundaries. Only one
shift is observable in condition A, following the second verb
“arbeiten”, whereas two such shifts occur in condition B, before
“Anna” and after the second verb “entlasten”.

(n = 20)
(n = 20)
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between prosodic information (Methods) and syntactic con-
straints (that is, the intransitivity of the verb “arbeiten”):

(2c) * [Peter verspricht]IPh1 [Anna zu arbeiten]IPh2 [und das
Büro zu putzen]IPh3
Peter promises to work Anna and to clean the office

The prosodic inappropriateness of 2c becomes obvious only when
the intransitive verb “arbeiten” is encountered. At this point, the
sentence should initially be perceived as “Peter promises to work
Anna”, which is certainly ungrammatical and requires revision.
According to linguistic convention, ungrammatical sentences are
marked by an asterisk.

Forty-eight sentences of each of the three conditions were pre-
sented to 40 subjects in two ERP experiments varying in their
task requirements: comprehension task (Experiment 1) and
prosody judgment plus comprehension task (Experiment 2). The
prosody acceptability judgment revealed that the participants
reliably detected the prosody–syntax mismatch in condition C.
In this condition, only 6% of the trials were rated as acceptable,
as opposed to more than 80% in both conditions 2a and 2b
(p < 0.0001). The error rates in the comprehension task were not
significantly increased in the mismatch condition (C) for either
Experiment 1 or 2.

We focused on two questions: first, whether and how ERPs
reflect the influence of prosodic information on early syntac-
tic processes, and second, whether ERPs are sensitive to the
processing of prosodic features per se. We briefly discuss the
effect indicating the interplay between syntax and prosody and
then turn to a newly identified prosody-related ERP compo-
nent. As Experiments 1 and 2 had very similar results, they
are presented jointly.

The syntax–prosody mismatch effect
In reading studies using ERPs, violations of a verb’s argument
structure elicit an N400 component followed by a P600 compo-
nent14,24. As predicted, we found a similar biphasic N400–P600
sequence during the intransitive second verb for condition C as
compared to the grammatically correct transitive verb in condition
B (Fig. 1). Mean amplitude analyses across 8 consecutive 200-ms

time windows (from 200 to 1800 ms) confirmed that both effects
were restricted to centroparietal electrodes. The N400 effect was
significant between 400 and 1000 ms (p < 0.01) and the P600
effect between 1200 and 1800 ms (p < 0.001). For both ERP com-
ponents, we observed only main effects of the sentence condition
(condition B versus C) and no further interactions with the task
factor. Baseline-independent, peak-to-peak measures including
condition A ruled out the possibility that the effects were simply
due to the different verbs (transitive verbs in B versus intransi-
tive verbs in C). Although condition A contained the same intran-
sitive verbs as condition C, the amplitude difference between the
N400 peak and the P600 peak in condition A was significantly
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Fig. 3. Sentence-specific ERPs. ERPs of all three conditions at nine electrode sites from sentence onset until four seconds later, plotted separately for
each experiment. (a) In Experiment 1 (n = 20), conditions B (blue) and C (red) share the same pattern of two CPSs as opposed to one CPS in condi-
tion A (orange). By two seconds, that is, after onset of the second verb, the prosody–syntax mismatch condition C diverges from B and elicits the
N400–P600 pattern. (b) Experiment 2 (n = 20) generally replicates the findings of Experiment 1.

a bExperiment 1 Experiment 2

Fig. 4. ERPs after pause removal. ERPs of conditions B´ (blue) and C´
(red) in Experiment 3 (n = 16) at the CZ and PZ electrode sites. 
(a) Even after removal of the pause between the first verb and the sec-
ond noun phrase, both conditions still display the CPS at the first IPh
boundary. (b) As in the first two experiments, the intransitive verb of
the prosody–syntax mismatch condition C´ elicits a biphasic
N400–P600 pattern. This comparison is more reliable than that in Fig.
4a, as the average window is aligned to the critical verb and more trials
entered the averages.

a b

(n = 20)

(n = 20)

(n = 20)

B´ (n = 16)
C´ (n = 15)
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smaller than that in C (p < 0.005), and it did not differ from B
(F < 1). Thus the increased N400 and P600 amplitudes in condi-
tion C were not due to either the verb or the prosodic pattern per
se but rather to the mismatch between the two.

An ERP component reflecting prosodic processing
The prosodic processing that induced the reversed garden-path
effect was also reflected in the ERPs. In both experiments, we
found a large positive waveform at intonational phrase bound-
aries. The grand-average ERPs across both experiments (n = 40;
Fig. 2) showed that condition A evoked a single shift at its IPh
boundary following the second verb. The ERP for condition B,
in contrast, contained two such positive shifts, corresponding to
its two IPh boundaries, the first one preceding “Anna” and the
second after the second verb. This pattern of one versus two pos-
itive shifts was confirmed statistically by both amplitude com-
parisons (p < 0.001) and peak localizations (p < 0.0001) and did
not differ between Experiment 1 (Fig. 3a) and Experiment 2
(Fig. 3b; F < 1). Moreover, the ERP for the mismatch condition
C, which contains two IPh boundaries, also had the two corre-
sponding shifts (Fig. 3). Additional analyses revealed that the
positive shift at IPh boundaries was not due to the word preced-
ing each IPh boundary being a verb or to so-called exogenous
ERP components (such as N100 or P200) reflecting the physical
features of the stimulus. As we assume that the shift primarily
reflects the closure of an intonational phrase, we term this ERP
component the ‘closure positive shift’ (CPS).

An important question is whether the CPS actually reflects
prosodic phrasing or whether it is more directly related to the
acoustic properties marking the boundary. Because in written
sentences terminal words preceding a pause are also associated
with positive ERP components25,26, the most likely candidate for
such direct correspondence is the pause insertion after the first
verb in conditions B and C, that is, the temporary absence of any
speech input at the boundary. Therefore, we ran a third ERP
experiment in which we carefully removed the entire pause in
both conditions B and C, preserving other intonational cues.
Behavioral and ERP results for these new conditions B´ and C´
confirmed that even without the pause the prosodic boundary

was still perceived by the listeners (n = 16) and guided their ini-
tial parsing decisions (prosodic acceptability rates, 73.8 % in B´,
10.9 % in C´). We still observed the CPS at the first boundary
and also the N400–P600 effect in condition C´ (Fig. 4). This find-
ing supports the idea that the CPS reflects the processing of the
prosodic boundary rather than the perception of a pause inter-
rupting the speech input.

DISCUSSION
The present study tested whether prosodic cues in spoken lan-
guage are immediately used by the listener to solve syntactic
ambiguities that systematically result in initial misunderstand-
ings during reading, and to determine whether these prosodic
influences can be monitored on-line by ERP measures. Not only
did we demonstrate that the prosodic information was sufficient
to reverse syntactic parsing preferences, but we also identified a
specific ERP component reflecting the decoding of intonational
phrasing, the closure positive shift.

With respect to psycholinguistic modeling, the data provide
strong evidence that the syntactic parser can be directly influ-
enced by prosodic information. The presence of an early IPh
boundary preceding “Anna” in conditions B and C stopped fur-
ther syntactic integration into the current first verb phrase and
instead prepared an initial attachment of “Anna” to the second
verb. This reversed parsing preference, triggered exclusively by
prosodic information, successfully induced an initial misanaly-
sis (a garden-path effect) in the mismatch condition C and elicit-
ed the predicted N400–P600 pattern of ERP components on the
incompatible intransitive verb. The cognitive processes underly-
ing both components are still subject to discussion27. Here we
follow a recent interpretation28 according to which the N400
effect presumably reflects a lexical re-access necessary to confirm
the outright violation of the intransitive verb argument struc-
ture in condition C29. The P600, on the other hand, seems to
indicate the subsequent structural revision concerning the attach-
ment site of “Anna”. The rapidity of this on-line revision would
also explain why we did not find any increased error rates in the
comprehension task. When the question was presented one sec-
ond later, the structure had already been repaired. As the repair

articles

Fig. 5. Prosodic parameters. Prosodic differences between the speech signals of conditions A (orange lines) and B (blue lines). (a) Duration measures
of sentence fragments and pauses (#) and respective differences between conditions B and A. Condition B shows both a lengthening of the first sen-
tence fragment “Peter verspricht” (p < 0.0001) and a subsequent pause insertion (#1; p < 0.0001). (b) Fundamental frequency. Whereas the main
pitch accent in condition A is on the verb “arbeiten”, it is aligned to the noun phrase “Anna” in condition B. Because of the lengthening in B, however,
both accents occur at approximately the same time.

a bWord and pause durations Fundamental frequency (FO)
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process is very likely to involve subvocal corrections of the into-
national phrasing, we assume that the P600 component may
reflect the costs of both syntactic and prosodic revisions.

We also found that prosodic boundaries are associated with
a large positive-going waveform, which we labeled the closure
positive shift (CPS). This component did not depend on the pres-
ence or absence of a pause acoustically interrupting the stream
of speech input. Rather, whenever the boundary was perceived
and used to guide parsing, the CPS was found in the corre-
sponding time interval. The CPS may be associated with process-
es that serve to structure the mental representation of the speech
signal and to prepare the further analysis of subsequent input. It
seems that, at least for the sentences used in the present study,
the CPS enables monitoring of prosodically driven parsing deci-
sions long before the syntactically disambiguating element (the
second verb) is encountered.

Because of the confound between prosodic and syntactic units
in natural language, the present data leave open whether the CPS
is predominantly related to prosodic structuring per se or to its
consequences on syntactic processing. Our recent ERP study
using auditorily presented artificial language (unpublished data),
however, seems to support the view of prosodic processing under-
lying the CPS. On reinspection of this data to replicate our CPS
finding, a CPS was observed even in a group of naive subjects
who had not yet acquired the syntax rules of the artificial lan-
guage. Syntactic ERP effects, in contrast, were found only in par-
ticipants who were already familiar with the syntax rules
(E. Pfeifer & A.D.R., J. Cogn. Neurosci. Suppl., p. 26, 1998).

Whereas the question of which prosodic cues are necessary or
sufficient to elicit a CPS requires future research, available data
indicate that the component is tightly linked to the cognitive
process of structuring the incoming speech signal. If this finding
holds, the component may serve as a valuable tool for systematically
exploring the relationship between ‘prosodic parsing’ and syntac-
tic parsing, which has received little attention until recently30–32.

Our data provide strong evidence that many garden-path
effects consistently observed during reading simply may not occur
in spoken language processing. This finding would be compatible
with so-called ‘syntax-first’ models such as the garden-path model
only if prosodic information is taken to directly transmit syn-
tactic information. In any case, it underlines the necessity to take
prosodic processing into account more explicitly. On-line mea-
sures such as the CPS may help to lay the empirical foundations
for an adequate theory of natural speech processing. The present
study is only a preliminary step toward understanding the brain
functions underlying prosodic processing. However, our data
strongly suggest that ERP measures used in a controlled experi-
mental design are a promising on-line approach to shed new light
on the role of prosody with regard to both normal and impaired
speech processing33.

METHODS

Subjects. Twenty students participated in each of the first two ERP exper-
iments, and sixteen in the third experiment. All 56 subjects were right-
handed34, and without hearing or neurological disorders. All three
experiments complied with German legal requirements.

Speech signals. Forty-eight sentence pairs such as 2a and 2b were pro-
duced by a female native speaker of standard German and recorded in a
soundproof chamber. The digitized speech signals (44.1 kHz/16 bit sam-
pling rate) of each sentence were measured with respect to word and
pause durations, fundamental frequency (pitch contour) and loudness
(amplitude squares), and the differences were statistically analyzed in
paired t-tests or with ANOVAs. There were highly significant durational

differences between conditions A and B (Fig. 5a). The additional IPh
boundary in condition B was signified prosodically by a pause insertion
before “Anna” (p < 0.0001), as well as by a significant lengthening of the
first constituent, “Peter verspricht” (p < 0.0001). Whereas a major accent
occurred on the verb “arbeiten” in condition A, accentuation was shift-
ed to the noun phrase “Anna” in condition B. These differences in accent
positions were confirmed both by a locally rising pitch contour in the
fundamental frequency (p < 0.0001; Fig. 5b) and by a corresponding
loudness maximum (p < 0.01; not shown).

Condition C was derived by cross-splicing the first part of B and the
second part of A in the silent phase of the affricate /ts/ of the infinitival
marker “zu” (“to”). This procedure plus an amplitude normalization
protected against detectability of the signal manipulation at the splicing
point. Conditions B´ and C´ of the third experiment were obtained by
removing the pause before the second noun phrase, without affecting
the signals of adjacent words.

Procedure. The 144 experimental sentences were intermixed with 144
filler sentences and presented auditorily in a pseudo-randomized order
in 8 blocks of 36 trials, distributed over 2 sessions. Block order was coun-
terbalanced across subjects. EEG was continuously recorded (250 Hz/12
bit sampling rate; Neuroscan DC amplifier) from 17 cap-mounted tin
electrodes while subjects listened to the sentences in a electromagneti-
cally shielded chamber. All electrodes were referenced against left mastoid.
Impedances were kept below 5 kΩ. In Experiment 1, the task was to
answer yes or no to comprehension questions such as “Does Anna
promise to clean the office?” in 20% of the trials. In Experiments 2 and 3,
participants were asked to judge the prosodic adequacy of each sentence
immediately after presentation in addition to the comprehension task.

Data analyses. EEG epochs containing eyeblinks or movement artifacts
were rejected and did not enter the ERP averages. Averages were com-
puted both across the whole sentence (Figs. 2, 3 and 4a) and for the crit-
ical second verb (Figs. 1 and 4b) using a 200-ms prestimulus baseline.
The mean amplitudes of 8 subsequent 200-ms time windows were com-
puted from 200 ms after the onset of verb 2 until 1800 ms thereafter to
measure the N400 and P600 components in conditions B and C. Com-
parisons including condition A required additional baseline-indepen-
dent peak-to-peak measures35 to balance the diverging CPS patterns.
The closure positive shift was quantified by two different approaches.
First, we compared mean amplitudes across eight subsequent 500-ms
time windows covering the whole sentence length. Second, we evaluated
the onset and offset latencies of large positive shifts at midline electrodes
separately for each subject in each condition using peak-to-peak mea-
sures. Both behavioral and ERP data were statistically tested by ANOVAs.
ERP analyses were generally done separately for midline and lateral elec-
trodes. For the midline, a global three-way ANOVA with factors condi-
tions (3) × electrode (3) and the between-subject factor task (2) was used.
For the lateral electrodes, regions of interest were defined. The resulting
ANOVA design included the factors conditions (3) × hemisphere (2) ×
position (3) × task (2). Single comparisons were only computed if the
global ANOVA revealed a significant main effect of condition with df > 1
or an interaction with the factor condition. Where appropriate, Huynh
and Feldt corrections36 and a modified Bonferroni correction proce-
dure37 were applied. For illustrative purposes only, the grand-average
ERPs were smoothed off-line using a 5-Hz lowpass filter.
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