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principles can provide a theoretical basis for aspects of
orchestration. In Experiment 1, 36 excerpts contained
two streams and 12 contained one stream as determined
by music analysts. Streams—the perceptual connecting
of successive events—comprised either single instru-
ments or blended combinations of instruments from
the same or different families. Musicians and nonmusi-
cians rated the degree of segregation perceived in the
excerpts. Heterogeneous instrument combinations
between streams yielded greater segregation than did
homogeneous ones. Experiment 2 presented the indi-
vidual streams from each two-stream excerpt. Blend
ratings on isolated individual streams from the two-
stream excerpts did not predict global segregation
between streams. In Experiment 3, Experiment 1
excerpts were reorchestrated with only string instru-
ments to determine the relative contribution of timbre
to segregation beyond other musical cues. Decreasing
timbral differences reduced segregation ratings. Acous-
tic and score-based descriptors were extracted from the
recordings and scores, respectively, to statistically quan-
tify the factors involved in these effects. Instrument
family, part crossing, consonance, spectral factors
related to timbre, and onset synchrony all played a role,
providing evidence of how timbral differences enhance
segregation in orchestral music.

Received: June 9, 2020, accepted January 24, 2021.

Key words: musical timbre, auditory stream segrega-
tion, orchestration, blend, audio descriptors

O RCHESTRATION PROVIDES AN EXCELLENT

framework for investigating how timbre
(sound quality) is used as a tool to shape

listeners’ perceptions. Sounds that differ acoustically are
organized by the auditory system into separate percepts
called ‘‘auditory streams’’ (Bregman & Campbell, 1971).
A physical sound source can produce a sequence of
successive acoustic events. A stream is a psychological
organization that 1) mentally represents such a sequence
and 2) displays a certain internal consistency or percep-
tual continuity that allows the sequence to be inter-
preted as an integrated whole that is potentially
segregated from concurrent sequences produced by
another sound source (McAdams & Bregman, 1979).
To examine this phenomenon, the current study used
naturalistic orchestral excerpts from the symphonic
repertoire to examine perceptual segregation. We are
among the first, to our knowledge, to include both
acoustic and score-based factors in our models that
capture the dynamic interplay between a rich array of
acoustic cues, such as timbre, rhythm, part crossing, and
consonance. Together, these musical features compete
and interact to generate the listener’s perception of
stream integration and segregation.

Auditory Scene Analysis: A Model for Auditory
Perception

The auditory realm is composed of a rich array of
acoustic properties that offer important cues about our
environment. The difficulty in auditory perception,
however, is that sounds originating from separate
sources arrive at the eardrums simultaneously in the
form of a complex pressure wave. The process of sepa-
rating information coming from different sound
sources, known as auditory scene analysis, groups
sounds on the basis of Gestalt heuristics (Bregman,
1990, Chapters 1 & 2; Bregman & Pinker, 1978; Koffka,
1935, Chapter 4; McAdams & Bregman, 1979). A per-
ceptual heuristic, such as the degree of similarity
between successive sound events, directly affects the
degree to which they will be organized into the same
or separate mental representations.

This study focused on the process of auditory stream
segregation (the connection of fused events into contin-
uous event streams), where the independent streams
that arise from sequential grouping are said to be
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segregated from one another (Bregman, 1990, chap.2;
Bregman & Pinker, 1978). Sequential grouping cues
vary along a number of perceptual dimensions, such
as timbre, pitch, and loudness. These attributes com-
pete and interact to form complex and perceptually
rich experiences for the listener (Bregman, 1990,
Chapter 2; McAdams, 1984, 2019a; Sandell & Chron-
opoulos, 1997).

Timbre

Timbre, a multidimensional attribute of auditory per-
ception, allows us to recognize and track the diverse
array of sounds in our environment (McAdams,
2019b). It is comprised of both static and dynamic
acoustic attributes, such as brightness, noisiness,
attack-decay characteristics, etc., and has been
referred to as ‘‘sound color or quality’’ (Wessel,
1973). In terms of auditory grouping principles, tim-
bre is both the result of concurrent grouping and
a cue for sequential grouping (McAdams, 1984). The
latter effect—timbre’s effect on sequential grouping—
is the focus of the current study.

In order to understand how the degree of timbral
differentiation promotes auditory stream segregation,
one can quantify the acoustic parameters that account
for the perceptual structure of timbral relations. Previ-
ous multidimensional scaling studies have shown that
the timbres of a set of sounds can be represented in
a multidimensional space, the dimensions of which can
be linked to acoustic properties (Grey, 1977; McAdams
Winsberg, Donnadieu, De Soete, & Krimphoff, 1995;
Miller & Carterette, 1975; Plomp, 1970). By examining
the acoustic attributes present in the stimuli, such a tim-
bre space can serve as a useful model for drawing pre-
dictive links between acoustic properties and perceptual
phenomena, such as timbre-based stream segregation
(Iverson, 1995; McAdams, 2019a; McAdams & Sieden-
burg, 2019). For example, Hartmann and Johnson
(1991) found that spectral attributes affect auditory
stream segregation, whereas temporal attributes do not.
Although Gregory (1994) confirmed that spectral
dimensions of timbre, such as the proportion of energy
in lower partials, were particularly relevant for stream
segregation, the duration of decays was also identified as
an important factor. Furthermore, Iverson (1995) and
Bey and McAdams (2003) have shown that both spec-
tral and temporal attributes of timbre are important for
perceptual segregation.

The degree to which sounds fuse perceptually or
blend musically is another factor that has been shown
to affect the timbre of concurrent combinations of

sounds. Concurrent grouping can facilitate the blending
of two or more instruments into a perceptually new and
distinct timbre. For example, Kendall and Carterette
(1993) and Sandell (1995) demonstrated that timbral
similarity (closer proximity in a timbre space) between
two single instrument sounds forming a dyad promotes
perceptual blend. Furthermore, blend has been shown
to be inversely related to the overall spectral centroid of
the instrument combinations involved (Sandell, 1995;
Tardieu & McAdams, 2012) and is promoted when
main formants are aligned, leading to greater overlap
in the spectral envelope (Reuter, 2003; Lembke & McA-
dams, 2015).

Experimental Research Using Real Music

The study of auditory perception in real music provides
the ideal framework for examining the complex percep-
tual processes that underlie auditory stream segregation
(Deutsch, 2013; Disbergen, Valente, Formisano, &
Zatorre, 2018; Ragert, Fairhurst, & Keller, 2014; Snyder,
Gregg, Weintraub, & Alain, 2012; Sussman, 2005; Uhlig,
Fairhurst, & Keller, 2013; Zatorre, 2013). New and inno-
vative tools have made it possible to combine the pre-
cision of a laboratory setting with a highly naturalistic
listening situation. Here, we use a high-quality orches-
tral simulation environment (OrchSim; Bouliane &
Baril, n.d.), where a multitrack digital audio file is cre-
ated with each instrument of the simulated orchestra in
a separate track. These tracks are then shaped by the
musician-programmer in terms of musical expression.
McAdams and Goodchild (2018) compared these
orchestral simulations to live commercial orchestral
recordings of the same excerpts on a number of quali-
tative factors to determine their perceptual validity and
degree of plausible naturalism. Their results demon-
strated that although the digital simulation’s realism
ratings were slightly lower than most of the commercial
recordings on these scales, the ratings were well above
the middle of the rating scale. This supports the validity
of digital orchestration as a powerful tool for studying
perceptual processes that are more readily representa-
tive of real-world contexts, while providing access to
individual instrument tracks in complex mixtures.

Timbre and Auditory Stream Segregation in
Orchestration

Orchestral music’s extraordinarily rich array of timbres
provides a fertile ground for investigating auditory per-
ception in a real-world framework. It is through com-
posers’ judicious choices of instrument combinations
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that the acoustic properties of the music itself may be
fashioned to elicit a particular percept in the listener.
Orchestration treatises, first written in the 19th century,
serve as a basis for characterizing orchestration practice
(e.g., Berlioz & Strauss, 1905/1948). To date, however,
understanding of orchestration practice has been guided
by intuition and skill alone, and developed through the
study of many scores and performances. To further
understand orchestration practice, the ways in which
composers operate at the level of auditory organization
to shape listeners’ perceptions must be made explicit. A
theory of orchestration may be developed by connecting
orchestration practice to its underlying psychological
principles (Goodchild & McAdams, 2018; McAdams
& Goodchild, 2017).

The current study bridges this gap by providing per-
ceptual principles to ground the orchestral segregation
effect and demonstrating a structuring role of timbre in
music. In these experiments, we use music in order to
examine the perceptual processes that underlie auditory
stream segregation in complex environments. Although
we are specifically interested in the role of timbre in
stream segregation, timbre is only one of many percep-
tual dimensions operating in real music, each of which
interacts and competes as a cue in auditory scene anal-
ysis. Therefore, a holistic explanation of timbre in
a complex scene is only complete if it is grounded in
that context and if its relation to other cues is examined.
We introduce a new way of addressing this issue, by
including both acoustic descriptors and score-based fac-
tors computed based on orchestral excerpts. We also
examine the relation between within-stream blend and
between-stream segregation to determine whether
single-stream perceptual coherence plays a role in clar-
ity of segregation.

Current Study and Hypotheses

The objective of this research is to examine the effect of
orchestral timbre and within-stream blend on the
degree of auditory stream segregation. The aims were
to: 1) validate audiovisual music analyses using purely
auditory tests on the excerpts with segregated instru-
ments or instrument groups, 2) determine if instrument
family combinations are high-level cues that composers
may use pragmatically in their tacit understanding and
deployment of grouping cues, and 3) determine whether
the strength of within-stream blend plays a role in the
strength of between-stream segregation. To achieve
these aims, we selected excerpts that differed in their
spectral properties related to timbre and that were
deemed by analysts to have two streams. Prior analyses

of orchestral movements by pairs of expert analysts
were conducted with combined visual analysis of the
score and aural analysis of commercial recordings.
Annotated effects related to a variety of concurrent,
sequential, and segmental auditory grouping principles
had to be audible in the recordings. These effects
included instrumental blends and segregation of indi-
vidual instruments or groups of blended instruments
that were perceived to constitute auditory streams of
equivalent prominence (McAdams, Goodchild &
Soden, 2021). The annotations were integrated into the
Orchestration Analysis and Research Database
(OrchARD). In the following, we use the term ‘‘stream’’
to refer to what analysts annotated as streams. To cap-
ture a broad range of degrees of perceptual segregation,
we selected two-stream excerpts that varied in terms of
the annotated strength of segregation between the
streams (sequential grouping) and single-stream
excerpts that were annotated as perceptually blended
into a single stream also with varying strengths of blend
(concurrent grouping). Hereafter, the designation ‘‘two-
stream’’ refers to the former excerpts and ‘‘single-
stream’’ to the latter.

We operationalized global timbral differences
between theoretical streams in terms of instrument fam-
ily. Differences in timbre between the two streams were
assumed to be greater for excerpts containing
a between-family instrument combination (such as
trumpet vs. violin or horn, trumpet and trombone vs.
violins, violas and celli) and smaller for excerpts con-
taining a within-family instrument combination (violin
vs. viola or violins and celli vs. violas and contrabasses).
It should be noted, however, that woodwind instru-
ments present a diversity of means of excitation (e.g.,
single or double reed, air jet). This is generally consid-
ered to result in increased acoustic heterogeneity within
this class of instruments.

In the first experiment, our main hypothesis was that
the degree of perceptual segregation would increase as
a function of the difference in timbre between streams.
Furthermore, we hypothesized that music training
would elicit greater perceptual segregation for
between-family excerpts compared to within-family
excerpts due to a greater sensitivity to timbral differ-
ences between potential streams.

In the second experiment, we investigated how global
segregation between streams is related to ratings of per-
ceptual integration (blend) within each stream and the
properties that bind the percept. It was possible that
individual streams involving several instruments would
not be as strongly fused as an individual instrument.
Therefore, we hypothesized that the degree of
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integration within each stream would be inversely
related to global segregation, where strongly integrated
individual streams would facilitate stronger and clearer
separation between streams. We again compared musi-
cians to nonmusicians to identify any group differences.

In the third experiment, the original two-stream
excerpts were reorchestrated solely with string instru-
ments. Reducing the timbral difference between
streams provided a baseline for examining the con-
tribution of other musical parameters to the segrega-
tion results in the first experiment. Comparing the
original excerpts with this baseline allowed us to
assess the extent to which timbre contributes to per-
ceptual segregation in real music, independently of
other musical cues.

General Method

This section contains general methods common to all
three experiments, such as stimulus generation and
selection, as well as behavioral, acoustic, and score-
based factors included in the statistical models. Infor-
mation that is specific to each experiment will appear in
the relevant Method section.

STIMULI

As detailed in Appendix A, the stimuli consisted of 36
musical excerpts with two streams (Mmeasures ¼ 7.42,
SDmeasures ¼ 3.86; Mduration ¼ 14.42 s, SDduration ¼
7.09) and 12 single-stream excerpts (Mmeasures ¼ 5.58,
SDmeasures¼ 3.90; Mduration¼ 12.58 s, SDduration¼ 5.22).
Some two-stream excerpts contained streams composed
of multiple instrument sections that analysts considered
to be integrated as a group. Therefore, two-stream
excerpts contained both segregation effects between
streams and integration effects within each stream.

The seven timbral category combinations used in the
experiment are shown in Table 1. These combinations
involved four different instrument categories (String,

Woodwind, Brass, and Other). The ‘‘All’’ category refers
to a mixture of String, Woodwind, and Brass in a single
excerpt. Furthermore, ‘‘Other’’ includes impulsive
instruments (Harp, Celesta, and Xylophone). Harp was
categorized as an impulsive instrument rather than
a string instrument, due to previous research showing
that pizzicato strings behave differently with respect to
auditory scene analysis than do bowed strings (Lembke,
Parker, Narmour, & McAdams, 2019). Furthermore,
impulsive sounds (e.g., plucked or struck) do not blend
as well with sustained ones (Tardieu & McAdams,
2012). Timbral category combinations were denoted
as follows: [instrument family stream 1]-[instrument
family stream 2], e.g., S-W for String-Woodwind. Also
indicated in Table 1 is the higher-level categorization
into timbral classes of within- and between-family
combinations.

The set of 12 single-stream excerpts was included to
anchor the ratings. Their degree of blend had been
determined in a previous experiment by Gianferrara
(2016; McAdams, Gianferrara, Soden, & Goodchild,
2016). The study by Gianferrara (2016) found that these
excerpts in isolation from the full context had a mean
blend rating of 0.46 (SD ¼ 0.13) on a scale from 0 to 1.
The range of blend ratings was from .21 to .61 with
more excerpts on the upper end of this range. It was
nonetheless expected that all of these stimuli would be
more integrated than the two-stream excerpts. Timbral
category combinations were denoted as follows: [instru-
ment family or families in the single stream]¼ e.g., S for
String or SB for String þ Brass.

Stimulus selection proceeded as follows:
Step 1: Database. The stimuli were drawn from

OrchARD, which contains annotations of concurrent,
sequential, and segmental groupings in 65 orchestral
movements from the Classical and Romantic reper-
toires. Composers and music theorists analyzed orches-
tral scores while listening to commercial recordings to
identify orchestral effects such as integration

TABLE 1. Number of Stimuli Distributed Across Type of Orchestral Effect, Timbral Class, and Timbral Combination Category

Timbral Class Within-family Between-family

Timbral Combination Category S-S W-W A-A S-W S-B W-B O-O

Type of orchestral
annotation

Two-stream 6 6 3
(2 SWB-SWB,

1 SW-B)

6
(3 S-W,

2 SW-W,
1 S-SW)

6
(3 S-B,
3 S-SB)

6
(2 W-B,

3 W-WB,
1 WB-WB)

3
(1 S-SWP,
1 SWH-P,

1 SWB-SWP)
Single-stream 2 2 1 2 2 2 1

Note: For timbral categories S ¼ string, W ¼ woodwind, B ¼ brass, A ¼ all (SþWþB), O ¼ other, includes harp (H) and/or percussion (P), such as celesta and xylophone.
Unseparated initials indicate blended families (SW¼ blend of strings and woodwinds), and initials separated by a hyphen indicate combinations in different streams (SW-B¼
SW in one stream, B in the other stream). In the single-stream excerpts, instruments from the indicated families participate in the blend.
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(instrumental blend) and segregation into two or more
streams. Their goal was to: 1) indicate where in the
music orchestral segregation and integration effects
were occurring, 2) identify the instruments involved
in these effects, and 3) rate the strength of perceptual
segregation or integration of each section they identified
on a discrete scale from 1 (weakest) to 5 (strongest)
based on the recording being listened to. Segregation
was defined for the annotators as: 1) involving two
clearly distinguishable ‘‘voices’’ of equal salience, and
2) occurring between individual instruments or entirely
fused instrument pairings (or instrument sections) that
constitute a ‘‘virtual voice.’’ Blend was defined as the
fusion of instrument sounds creating an augmented or
emergent timbre (Sandell, 1995) over the course of
a motive or phrase. Following the annotations, all infor-
mation regarding the orchestral segregation and inte-
gration effects (work, movement, composer, measures
of occurrence, recording, start time, end time, instru-
ments involved, and degree of segregation/integration)
were compiled into OrchARD.

Step 2: Selection criteria. The stimuli for the experi-
ment were chosen based on instrument family, number
of instrumental parts, annotated strength rating of
degree of segregation, and duration, in order to capture
a broad range of degrees of segregation. (See Appendix
Table A1 for a list of the instruments present in the two-
stream excerpts and Table A2 for the instruments pres-
ent in the one-stream excerpts.) We attempted to find
several excerpts for each combination of instrument
families. However, there were not enough examples of
brass vs. brass in OrchARD to include this category.

Step 3: Simulation in OrchSim. Based on the scores
and commercial recordings of the selected excerpts,
composers Félix Frédéric Baril and Denys Bouliane cre-
ated high-quality multitrack digital simulations using
their OrchSim environment (Bouliane & Baril, n.d.).
The dynamics of all the instruments were balanced
across tracks in the full musical context. In the stereo

simulations, each instrument was placed in its tradi-
tional spatial location on stage.

Step 4: Selection and extraction of relevant instrument
tracks. The instruments specifically involved in the
orchestral segregation and integration effects to be
tested were then isolated from the full context (if con-
current instruments that were not part of either were
originally written in the score). Spatial location of the
extracted tracks was preserved. This was done using the
software Logic Pro X (Apple Computer, Cupertino,
CA), which enabled us to: 1) cut the sound files to the
specific measures where the orchestral segregation and
integration effects were occurring, 2) extract the tracks
with the specific instruments involved in the orchestral
effect, and 3) output a stereo mix of the selected tracks.
See Figures 1-3 for example excerpts extracted and iso-
lated from the rest of the musical context: two single-
instrument streams (Figure 1), two multi-instrument
streams and a reorchestration of the same excerpt for
strings (Figure 2), and a blended single stream (Fig-
ure 3). To view all scores used, see Supplementary Mate-
rials (at mp.ucpress.edu). Stimulus excerpts are available
at http://132.206.14.109/supplementaryMaterials/
Fischer2021/.

APPARATUS

Participants were seated in an IAC model 120act-3
double-walled audiometric booth (IAC Acoustics,
Bronx, NY). Sounds stored on a Mac Pro 5 computer
running OS 10.6.8 (Apple Computer, Inc., Cupertino,
CA) were amplified through a Grace Design m904
monitor (Grace Digital Audio, San Diego, CA) and were
presented over Dynaudio BM6a loudspeakers (Dynau-
dio International GmbH, Rosengarten, Germany)
arranged at about +60� facing the listener at a distance
of 1.5 m. The response interface was presented on the
computer screen and responses were entered with
a mouse. The experimental session was run with the
PsiExp computer environment (Smith, 1995). Sound

FIGURE 1. An excerpt from Beethoven’s Symphony No. 7, Op. 92, ii, mm. 51—58. Annotations demonstrate the segregation between two string

instruments: violin 1 (stream 1 in solid box) and violin 2 (stream 2 in dashed box).
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levels were measured with a Brüel & Kjær Type 2205
sound-level meter (A-weighting) placed at the level of
listeners’ ears.

DATA ANALYSIS

Several acoustic and score-based factors were used as
predictors in a mixed-effects analysis of the behavioral
data. We first describe these factors and then the statis-
tical modeling procedure adopted for all three
experiments.

We tested two input representations from which the
audio factors were derived: an auditory representation
(equivalent rectangular bandwidth: ERB; Glasberg &
Moore, 1990; Moore, 1986; Moore & Glasberg, 1983)
and an audio-signal representation (Short-Time Fourier
Transform: STFT). Using the Timbre Toolbox in
MATLAB (The Mathworks Inc., Natick, MA), 11
time-varying spectral descriptors related to timbre
(Peeters, Giordano, Susini, Misdariis, & McAdams,
2011) were computed for both representations (Appen-
dix B). For each stream, the Timbre Toolbox was used to
extract time-varying descriptors within each time frame
of the sound. The absolute difference was then com-
puted between each stream for each time frame and
averaged across time frames to yield one mean differ-
ence value. In order to reduce redundancy and multi-
collinearity, Pearson correlations were computed among
the 11 descriptors across all stimuli and subjected to

hierarchical clustering analysis. A threshold for cluster-
ing was set at the same distance (roughly half of the
depth) of the resulting dendrogram for all experiments.
Within each cluster, one descriptor was chosen. Selec-
tion was based first on the more frequently reported
descriptors in the literature and second on achieving
explanatory consistency across the models for all three
experiments by prioritizing having similar descriptors
as input to each model. The selected input descriptors
used in the mixed-effects models are listed in Table 2.

Score-based factors were derived from MusicXML
representations of the scores, comparing features across
streams for Experiments 1 and 3 and between instru-
ments within streams for Experiment 2. The factors
included relative synchrony of onsets, average pitch
interval, proportion of voice crossing in pitch, and con-
sonance (Experiment 2 only). Appendix C includes
a detailed description of how each factor was computed.

Statistical Analyses. A mixed-effects model was per-
formed on the behavioral data. A random intercept was
included in all models in order to account for within-
subject individual differences. The dependent variable
was degree of segregation for Experiments 1 and 3 and
degree of blend (integration) for Experiment 2. Table 2
presents the full list of predictors and the subsets that
were entered into the models in each experiment. In
addition to timbral class (between-family or within-
family combination) and training (musician or

FIGURE 2. An excerpt from Brahms’ Symphony No. 4, Op. 98, mm. 19—24 annotated with two multi-instrument streams (flutes and oboes vs. clarinets

and bassoons). The original orchestration is in the left panel and the reorchestration for strings is in the right panel.
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nonmusician), each model input consisted of converg-
ing data types: behavioral ratings, digital audio descrip-
tors related to timbre that were computed from the
sound signal, and score-based MusicXML information.
Acoustic descriptors were included in order to identify
specific timbral attributes that might be particularly
important for promoting perceptual segregation or inte-
gration. Reorchestration was included in Experiment 3
as a between-subjects factor in order to assess the effect
of reorchestrating all excerpts to a within-family com-
bination of string instruments (increased timbral homo-
geneity). In all models, the timbral combination
categories were reduced to the within-family/between-
family distinction. This was done because the two fac-
tors were collinear, and timbral class provided a greater
reduction in the Bayesian Information Criterion (BIC)
(Schwarz, 1978) compared to the null model when
included with the fixed effects.

In our statistical analysis, we used model selection to
identify the most parsimonious model of how acoustic

and orchestral properties affect segregation (Experi-
ments 1 and 3) or integration (Experiment 2). Model
selection started with a null model without any of the
predictor variables. First, we checked to see if adding all
fixed effects improved (reduced) BIC. From there, non-
significant fixed effects were then selected for removal.
An efficient greedy variable selection approach was used
to identify a parsimonious model based on minimal BIC
(Kenneth & Anderson, 2002, Chapter 2). In this itera-
tive approach, the nonsignificant variable in the model
that leads to the greatest reduction in BIC when absent
is removed. This process is continued until no reduction
in BIC is found (Kass & Raftery, 1995). The remaining
variables constitute the final model. Type 3 tests of fixed
effects are reported. Bonferroni correction was applied
to post hoc contrasts in order to compensate for multi-
ple comparisons.

Experiment 1: Segregation Ratings on Orchestral
Excerpts

The objective of Experiment 1 was to examine the effect
of differences in orchestral timbre on the degree of audi-
tory stream segregation. Our main hypothesis is that the
degree of perceptual segregation will increase as a func-
tion of the difference in timbre between streams (oper-
ationalized in terms of within- and between-family
pairings). Furthermore, we hypothesize that music
training will elicit greater segregation for between-
family excerpts due to enhanced sensitivity to the tim-
bral differences between potential streams.

METHOD

Participants. Data analyses were performed on 40 par-
ticipants (23 female), between the ages of 18 and 37
years (M ¼ 23.3, SD ¼ 3.9). Twenty participants were
musicians (Mtraining ¼ 16.0 yrs, SD ¼ 3.8) and 20 were
nonmusicians (Mtraining ¼ 0.3 yrs, SD ¼ 0.5). A musi-
cian was defined as someone who had completed at least
two years of music training at the university level (either
undergraduate or graduate). A nonmusician was
defined as someone who had two years or less of music
training by the age of 12 and did not currently play an
instrument. All listeners had normal hearing and passed
a pure-tone audiometric test using octave-spaced fre-
quencies from 125 Hz to 8 kHz that required them to
have thresholds at or below 20 dB HL (ISO 389–8, 2004;
Martin & Champlin, 2000). In addition to the 40 parti-
cipants whose data were analyzed, three were excluded
from our analysis after having completed the experi-
ment, as they did not fit the criteria for nonmusician
or musician as determined by the post-experiment

FIGURE 3. A single multi-instrument blend (unison and octave

doublings) from Richard Strauss's Tod und Verkla
..
rung, Op. 24, mm.

456—458.
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questionnaire. The questionnaire revealed that these
participants had received 1–2 years of music training
after the age of 12. Four other participants were
excluded at the screening phase because their hearing
thresholds did not meet criterion.

Participants were recruited from the Montreal student
community and were compensated 10$ CAD/hour. All
participants provided written consent, and the study
was certified for ethical compliance by the McGill Uni-
versity Research Ethics Board II.

Stimuli. The stimuli consisted of the 36 two-stream
excerpts and 12 single-stream excerpts (as annotated
by expert analysts with varying degrees of segregation
or blend, respectively), for a total of 48 stimuli that
captured a wide range of degrees of segregation (see
Appendices A1 and A2). Average sound levels for all
48 stimuli varied between 56.60 and 84.50 dB SPL (A-
weighted). These are naturalistic levels for the various
musical excerpts with differing dynamics.

Procedure. Before beginning the main part of the exper-
iment, participants were shown four visual analogies in
which color was used to segregate different forms. These
examples served as an accessible parallel for participants
to bridge their understanding of grouping concepts
from the visual domain to those of the auditory domain
(see Supplementary Materials, Figure S1). After viewing
each visual example, participants were asked to explain
in their own words, using the word ‘‘segregation,’’ what
happened when color was introduced into the picture.
They were only permitted to advance to the next visual

example once their answer clearly reflected an ease with,
and understanding of, the concepts. A typical response
from participants that demonstrated a clear under-
standing was ‘‘when the color was introduced, the
shapes became segregated from one another,’’ whereas
an answer that demonstrated that more practice was
needed was, ‘‘when the color came on, I could see every-
thing more clearly.’’

Three practice trials followed. The practice excerpts
were selected based on their annotated strength ratings
and served as prototypical examples, capturing a broad
range of degrees of segregation. They were always
played in the same order.

After hearing each excerpt, participants rated the
degree of segregation on a continuous horizontal scale
from ‘‘integrated’’ (left, coded as 0) to ‘‘segregated’’
(right, coded as 1). They had the option to relisten to
each excerpt once. Stimuli were randomly ordered
across trials for each participant to minimize potential
order effects. After each experiment, participants filled
out a short questionnaire about their musical exposure
and training. Upon completing the questionnaire, they
were asked about their listening/rating strategies during
the experiment. This was done in a face-to-face dia-
logue, to ensure that there was a clear understanding
between the participant and researcher. The experiment
lasted approximately one hour.

RESULTS

Our main hypothesis was that the degree of perceptual
segregation would vary depending on timbral class and

TABLE 2. Mixed-effects Model Factors (Fixed Effects)

Variable
Experiments
involved Type Description

Random Intercept E1, E2, E3 Factor Factor to account for within-subject individual differences
Segregation
Blend

E1, E3 DVs Rated degree of segregation or blend of each excerpt
(0-1)E2

Timbral Class E1, E2, E3 Within-subject factor Within- (0) or between-family (1) timbral combinations
Reorchestration E3 Between-subjects factors Original orchestration (0) or reorchestration (1)
Training E1, E2, E3 Nonmusician (0) or Musician (1)
Spectral Centroid
Frame Energy
Spectral Crest
Spectral Flatness
Spectral Skewness
Spectral Variation

E1 Acoustic factors Average difference in spectral centroid
Average difference in frame energy
Average difference in spectral crest
Average difference in spectral flatness
Average difference in spectral skewness
Average difference in spectral variation

E1, E3
E1, E3
E1, E2
E1, E2
E1, E2, E3

Average Interval
Crossing Proportion
Onset Synchrony
Consonance

E1, E3 Score-based factors Average difference in pitch
Proportion of note crossings
Proportion of synchronous onsets
Degree of consonance in harmonic intervals

E1, E2, E3
E1, E2, E3
E2

Note: Difference measures for acoustic and score-based factors were calculated between two streams in Experiments 1 and 3 and between each instrument pair in Experiment 2.
For details, see Appendices B and C.
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training. Figure 4 presents the mean perceptual segre-
gation ratings for each of the seven timbral combination
categories for two-stream excerpts (bars) and the aver-
age of all single-stream excerpts (horizontal dashed
line).

A low baseline rating of the average degree of segre-
gation for single-stream excerpts (M¼ 0.17, SD ¼ 0.19)
indicates that the scale was well anchored. In order to
assess whether the degree of segregation of single-
stream excerpts varied according to timbral category,
a one-way repeated measures ANOVA was performed
and was significant after Greenhouse-Geisser correction
for violations of sphericity, F(3.85, 150.0) ¼ 10.61, p <
.001, ¼ .214. Bonferroni post hoc comparisons revealed
that excerpts of the A category (containing strings,
woodwinds, and brass) were less segregated than the
other categories except SW (strings and woodwinds),
and SB (strings and brass) excerpts were more segre-
gated than all categories except S (strings) (see Figure 5).

Studying stream segregation within an ecologically
valid setting requires disentangling the complex inter-
action between timbre and the many other perceptual
attributes present in the context of real music. There-
fore, in order to test the effect of timbre on the degree of
perceptual segregation, while considering other musical
parameters, a mixed-effects analysis was performed on
the fixed effects listed in Table 2 for the two-stream
excerpts.

From a hierarchical cluster analysis of intercorrela-
tions among audio descriptors based on the ERB model,

spectral centroid was selected over spectral slope, spec-
tral spread, spectral rolloff, and spectral decrease, as it is
the most cited and had the highest average correlation
with the other descriptors in this cluster. Adding the

FIGURE 4. Mean segregation ratings across timbral combination categories. (A ¼ all, S ¼ strings, W ¼ woodwinds, B ¼ brass, O ¼ other). Bars

represent 95% confidence intervals.

FIGURE 5. Schematic timbral category cluster representation of

significant differences between means for timbral combination

categories as revealed by Bonferroni-corrected contrast tests. Degree

of segregation is organized along the vertical axis. Two-stream excerpts

are written in black and bounded by solid boxes, whereas single-stream

excerpts are written in gray and bounded by dashed boxes. The means

for categories within boxes are not significantly different from one

another. For example, for two-stream excerpts, S-B is not significantly

different from S-W but is significantly different from O-O. Labels are

spread along the x-axis for visibility, but only the position along the y-

axis is relevant.
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random intercept to the mixed-effects model improved
BIC over the null model (�BIC ¼ 91.0). Adding all
fixed effects (random intercept, timbral class, training,
timbral class� training, spectral centroid, frame energy,
spectral crest, spectral flatness, spectral skewness, spec-
tral variation, average interval, crossing proportion, and
onset synchrony) to the mixed-effects model improved
BIC over the random intercept model (�BIC ¼ 357.3).
The efficient greedy variable selection approach led to
the removal, in order, of spectral centroid (�BIC¼ 3.7),
frame energy (�BIC ¼2.9), training (�BIC ¼ 1.1), and
the timbral class � training interaction (�BIC ¼ 0.9).
All remaining fixed effects were found to be statistically
significant. There are significant individual differences
among listeners as indicated by the effect of random
intercept, m ¼ –.17, t(39) ¼ 17.72, p < .0001, s2 ¼
0.009, z ¼ 3.83, p < .0001 (the intercept variance is
different from zero). The effect of timbral class, F(1,
1392) ¼ 22.84, p < .0001, suggests that between-family
combinations elicit greater perceptual segregation than
do within-family ones. Reduced overlap of several acous-
tic factors between streams yields greater perceptual seg-
regation: spectral crest, F(1, 1392) ¼ 12.54, p ¼ .0004;
spectral flatness, F(1, 1392) ¼ 12.01, p ¼ .0005; spectral
skewness, F(1, 1392)¼ 34.54, p < .0001. However, greater
overlap in spectral variation yields greater perceptual
segregation, F(1, 1392) ¼ 26.87, p < .0001. In terms of
score-based factors, greater differences in pitch across
perceptual streams yield greater perceptual segregation
as evidenced by average interval, F(1, 1392)¼ 37.75, p <
.0001. The more the streams cross each other in pitch and
have synchronous onsets, the lower the segregation rat-
ings: crossing proportion, F(1, 1392) ¼ 5.00, p ¼ .026;
onset synchrony, F(1, 1392) ¼ 125.70, p < .0001.

The same model-selection process was conducted
with acoustic factors from the purely acoustic model
(STFT) in order to compare the two models and to
validate the perceptual relevance of the auditory proces-
sing (ERB) model. The results confirm that the auditory
(ERB) model is preferable, as it provides the greatest
reduction in BIC compared to the null model (ERB
model �BIC ¼ 525.8 and STFT model �BIC ¼
462.3), affording a richer picture of the relation between
acoustic properties and perceptual segregation. The
STFT model yields an identical final model in terms
of the independent variables and score-based factors.
However, in terms of acoustic factors, only spectral
skewness and frame energy make significant contribu-
tions. This result suggests that this model is not able to
account for as much timbral variance as the ERB model.
Therefore, we used the ERB model as the primary input
representation for the following two experiments.

The degree of segregation varied according to timbral
combination category in the two-stream excerpts. Fig-
ure 5 provides a schematic representation of significant
differences between means as revealed by contrasts
between categories. Contrasts using least-squares (mar-
ginal) means from the final model and Bonferroni cor-
rection for multiple comparisons among timbral
combination categories were computed in order to see
how other musical factors in the model, aside from
timbral class, affect mean segregation ratings (i.e., spec-
tral crest, spectral flatness, spectral skewness, spectral
variation, average interval, crossing proportion, and
onset synchrony). In Figure 5, boxes delineate means
that are not significantly different from one another.
Within- and between-family categories form distinct
clusters with the exception of W-B. Of the six excerpts
in this category, one might be considered a within-
family combination, given that both streams have both
woodwinds and brass (Fl, Picc, Ob1, Ob2, Tp1 vs. Bn1,
Hn1). To ensure that this did not affect our results, we
excluded this WB-WB excerpt and repeated the model
selection process. Doing so yielded the same final model
(identical significant effects) with close quantitative
agreement across all parameter estimates.

In order to explain the fact that the W-B between-
family combination had a lower segregation rating on
average than other between-family combinations, we
ran contrasts along the seven acoustic and score-based
factors from the final model structure on three groups
derived from the timbral category contrast clustering: 1)
W-B, 2) the remaining between-family combinations
(S-W, S-B, O-O), and 3) the same-family combinations
(S-S, W-W, A-A). The goal was to elucidate other para-
meters that may be competing and interacting with
timbre’s effect on segregation. The results from
Bonferroni-corrected t-tests show that in comparison
to the other between-family combinations W-B excerpts
had less spectral overlap between streams in terms of
spectral skewness, t(1437) ¼ –7.69, p < .0001, spectral
variation, t(1437) ¼ –6.83, p < .0001, and spectral flat-
ness, t(1437) ¼ –11.02, p < .0001, as well as a smaller
average interval t(1437) ¼ –12.96, p < .0001, smaller
crossing proportion, t(1437) ¼ –2,99, p ¼ .009, and
greater onset synchrony, t(1437) ¼ 5.22 p < .0001.
Therefore, timbral, pitch, and rhythmic parameters may
have contributed to the reduction of perceptual segre-
gation of excerpts containing W-B combinations.

Discussion

Experiment 1 confirmed and extended the findings that
timbral dissimilarity can induce stream segregation, by
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demonstrating that differences in orchestral timbre can
significantly contribute to segregation in real music in
concert with other musical parameters. The degree of
segregation varied according to timbral class in that
between-family instrument combinations elicited
higher degrees of segregation than did combinations
of instruments from the same family with the exception
of woodwind-brass combinations (all wind instru-
ments). However, other specific timbral parameters
such as spectral skewness, spectral variation, spectral
flatness, as well as pitch- and rhythm-related para-
meters such as crossing proportion and onset syn-
chrony, also affected mean segregation ratings
perceived by listeners. Greater timbral difference, pitch
distance and rhythmic asynchrony collectively pro-
moted segregation.

Beyond the between- and within-family distinction,
the specific acoustic attributes within the instruments
that make up each timbral combination category may
account for the variation observed in the contrast anal-
ysis of timbral combination categories. As timbre is
a multidimensional perceptual phenomenon, some
dimensions of timbre may make a stronger contribu-
tion than others in promoting perceptual segregation.
Analyses of the spectra of the musical instrument
sounds in the orchestral excerpts confirmed this
hypothesis, suggesting that spectral crest, spectral flat-
ness, spectral skewness, and spectral variation may be
particularly important dimensions of timbre in elicit-
ing segregation. Indeed, when these difference factors
and those of crossing proportion and onset synchrony
are reduced, even in between-family excerpts such as
W-B, segregation is significantly reduced. Our findings
are also consistent with the previous literature demon-
strating that onset synchrony strongly affects the per-
ception of fusion and thus works against stream
segregation (Dannenbring & Bregman, 1978). This
parameter also captures rhythmic differences between
annotated streams, which are certain to play a role in
orchestral segregation.

The highest average segregation was found for
excerpts that included impulsive instruments like harp
and pitched percussion (O-O). This is expected, as these
instruments specifically differ from those of other tim-
bral categories in their attack quality (sharp/soft). This
dimension of timbre was quantified in a timbre space by
McAdams et al. (1995) and might serve as a highly
important factor in both sequential grouping and con-
current grouping, in which differences in attack quality
hinder blend and promote segregation (Bey & McA-
dams, 2003; Iverson, 1995; Sandell, 1995; Tardieu &
McAdams, 2012).

We anticipated that there would be an effect of music
training on the degree of perceptual segregation, but
this factor was not significant. This result is consistent
with findings that show that both musicians and non-
musicians can discriminate between timbres (Peynircio-
ğlu, Brent, & Falco, 2016). Alternatively, although there
is a trend suggesting that musicians are biased towards
rating excerpts as more segregated compared to non-
musicians, this effect may not be pronounced due to the
level of task difficulty. Group differences have been
shown to be modulated by task difficulty (e.g.,
Arroyo-Anlló, Dauphin, Fargeau, Ingrand, & Gil,
2019; Reese & Polich, 2003; Vasuki, Sharma, Ibrahim,
& Arciuli, 2017). Therefore, training effects may be
more relevant when task difficulty is high and timbral
differences are minimized or subtle.

Experiment 2: Blend Ratings on Individual Streams

The aim of Experiment 2 was to assess the relationship
between the global degree of segregation of two-stream
excerpts in Experiment 1 and the degree of integration
of each of its single-stream constituents. It was hypoth-
esized that an increase in intra-stream integration
would lead to greater global segregation, as it may be
easier to organize and segregate clearly integrated
materials.

METHOD

Participants. Data analyses were performed on 44 par-
ticipants (29 female), between the ages of 18 and 35
years (M ¼ 22.40, SD ¼ 3.15). Twenty-one participants
were musicians (Mtraining ¼ 15.0 yrs SD ¼ 4.10) and 23
were nonmusicians (Mtraining ¼ 0.10 yrs SD ¼ 0.10). Of
these, nine musicians and three nonmusicians had par-
ticipated in Experiment 1. Two additional participants
were excluded from the analysis after completing the
experiment because they did not meet the criterion for
nonmusician or musician, and three others did not meet
the criterion for normal hearing.

Stimuli. The stimuli consisted of 72 single-stream
excerpts. These excerpts were extracted from the 36
two-stream excerpts used in Experiment 1. Logic ProX
(Apple Computer, Cupertino, CA) was used to isolate
the instruments that analysts indicated as belonging to
each stream. Some of the blended single streams had
within- or between-family combinations (see Table
A.1). Average sound levels for all 72 stimuli varied
between 47.70 and 82.50 dB SPL (A-weighted). Note
that the A-A stimuli are classed as between-family com-
binations for both streams [SWB] in two excerpts
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(Strauss and Verdi) and for one stream [SW] in the
third excerpt (Mussorgsky). The second stream in the
Mussorgsky excerpt is classed as within-family [B]

Procedure. The procedure was identical to Experiment
1, except that the anchor labels on either side of the
continuous scale were ‘‘blend’’ to the left (coded as 0)
and ‘‘no blend’’ to the right (coded as 1). Participants
rated each excerpt for its degree of perceived integration,
expressed in terms of blend. The term ‘‘blend’’ was used
in the instructions in place of integration as it is the word
that musicians most often use to refer to the perceptual
phenomenon of integration. Blend was defined as the
merging of two or more sound events into one perceived
sound event. For instance, if a given type of sound event
is heard playing a single melody, one hears ‘‘blend.’’ On
the other hand, if different instruments playing indepen-
dently are heard as perceptually distinct, one perceives
‘‘no blend.’’ Listeners were informed that they might hear
something in between these two extremes as with a par-
tially blended combination of instruments. The experi-
ment lasted approximately one hour.

RESULTS

In this study, we calculated mean values of acoustic and
score-based factors for each individual stream by taking
the average difference between instrument pairs. For
example, if the excerpt contained flute, oboe and violin,
difference measures were taken for the three pairs Fl-
Ob, Fl-Vn, and Ob-Vn and then averaged. Based on
hierarchical clustering, spectral flatness was chosen over
spectral spread, spectral rolloff, spectral centroid, spec-
tral decrease, spectral slope, spectral crest, and frame
energy because it made a significant contribution in
Experiment 1 and had the highest average correlation
within the cluster. Spectral skewness was chosen over
spectral kurtosis because it made a significant contribu-
tion in Experiment 1. A consonance factor was added to
the mixed-effects model for this experiment.

Adding the random intercept improved BIC com-
pared to the null model (�BIC ¼ 139.70). Adding all
fixed effects to the model (Table 2) improved BIC com-
pared to the random intercept model (�BIC ¼ 565.0).
Timbral class � training interaction (�BIC ¼ 3.60),
training (�BIC ¼ 3.70), and crossing proportion
(�BIC ¼ 3.30) were removed in that order from the
model. The random intercept’s mean and variance were
both different from zero, m ¼.24, t(343) ¼ 20.93, p <
.0001, s2 ¼ 0.009, z ¼ 4.05, p < .0001. All remaining
fixed effect factors were found to be statistically signif-
icant: The effect of timbral class, F(1, 3118)¼ 73.77, p <
.0001, demonstrates that between-family combinations

were rated as less blended than within-family ones. The
effect of spectral flatness reveals that greater overlap in
this parameter between instrument families elicits less
perceptual blend, F(1, 3118) ¼ 48.78, p < .0001, but
greater overlap in spectral skewness, F(1, 3118) ¼
27.65, p < .0001, and spectral variation, F(1, 3118) ¼
32.04, p < .0001, yield greater perceptual blend. Onset
synchrony among parts within an excerpt elicits greater
perceptual blend, F(1, 3118) ¼ 44.25, p < .0001, as do
more consonant pitch relations, F(1, 3118) ¼ 126.83,
p < .0001.

The mean blend results for each timbral combination
category are presented in Figure 6. Boxes delineate
means that are not significantly different from one
another. One can see that within- and between-family
categories form distinct clusters, with the string and
brass combination also being significantly less blended
than the other between-family combinations.

In order to explain why SB combinations were much
less integrated than the other between-family categories,
contrasts were computed comparing these combinations
to all other between-family combinations along four fac-
tors from the final model structure: spectral flatness, spec-
tral skewness, spectral variation, and consonance.
Although significant in the final model structure, con-
trasts for SB combinations were not performed along the
onset synchrony parameter, as there was a very strong
floor effect: all pieces within the SB combination had an
onset synchrony measure of 1, making it impossible to
compute a regression fit. Compared to other between-

FIGURE 6. Mean blend ratings for each timbral combination category.

Means that are not significantly different according to Bonferroni-

corrected post hoc tests are enclosed in boxes.
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family combinations, the SB combinations contained
significantly less overlap in spectral variation, t(3166) ¼
- 2.73, p < .05 and spectral skewness, t(31166)¼ 4.73, p <
.0001, and were less consonant, t(3166)¼ 4.49, p < .0001.

Discussion

Experiment 2 served as a follow-up study in order to
assess whether factors other than timbral differences per
se, such as the degree of perceptual blend of the indi-
vidual streams, had an effect on the global degree of
segregation between streams. Although all excerpts in
Experiment 1 were selected on the basis of annotated
strength ratings (based on the score and listening to
a commercial recording), only the 12 single-stream
excerpts had been measured perceptually (Gianferrara,
2016; McAdams et al., 2016). It was assumed that in
two-stream excerpts the individual streams containing
multiple instruments would be totally fused and consti-
tute a virtual voice.

The results demonstrated an effect of timbral class
(instrument family combination), spectral flatness,
spectral variation, onset synchrony, and consonance
on blend. Note the similarity in explanatory factors
between Experiments 1 and 2, although there were dif-
ferences in the contributions of training and spectral
crest. In addition, we included a measure of conso-
nance, as this experiment contained single streams.
Consonance is an emergent sound quality produced
by two or more harmonic intervals. The use of sensory
consonance and dissonance (roughness) has been
argued to affect auditory stream segregation, where con-
sonant intervals tend to blend more than dissonant ones
(Wright & Bregman, 1987). The results showed a signif-
icant effect of consonance, where, as one might expect,
greater consonance within the stream elicited stronger
blend. This is consistent with previous work that docu-
ments the use of consonance and dissonance as a tool to
shape segregation in polyphonic music as early as the
16th century (Wright & Bregman, 1987), as well as
research demonstrating the role of harmonicity in per-
ceptual fusion (McAdams, 1984).

We had hypothesized that the degree of blend in indi-
vidual streams (Experiment 2) would be inversely
related to the degree of inter-stream segregation mea-
sured in Experiment 1, in that the less blended the
individual streams were, the more difficult it would be
to organize the global material into two separate
streams. The correlation between degree of global seg-
regation of two-stream excerpts and degree of blend for
single-stream excerpts was computed. Each partici-
pant’s data set consisted of 36 two-stream segregation

ratings and 72 single-stream blend ratings. These were
averaged over participants’ data from Experiments 1
and 2, respectively. The variance in blend explained by
segregation was not significant, R2(70)¼ .02, F(1, 70)¼
1.71, p ¼ .20, suggesting that the degree of two-stream
segregation and degree of single-stream blend vary
independently of one another.

Many of the segregation ratings had corresponding
blend ratings that were spread across the scale. Both
extremely weak and extremely strong degrees of intra-
stream blend are found for excerpts with strong inter-
stream segregation. Alternatively, one might predict that
the presence of less integrated streams in the mixture
would lead to higher ratings of segregation given that
the constituent instrument groups were not that
blended to start with. In this case, one would expect
a negative correlation between these measures, which
is not the case either.

A final possibility would be that segregation between
streams predicts integration within streams. Our origi-
nal hypothesis assumes directionality, in that the inte-
gration of information into each single stream may
precede and in turn affect global segregation between
streams. However, evidence by Sussman (2005) suggests
that integration of information into single streams
occurs after global segregation and that single-stream
constituents are affected by contextual factors. The issue
of context effects was not addressed in the present study
in that perceptual blend ratings might be different when
hearing each stream in isolation and when hearing each
stream concurrently in full context. Therefore, it
remains unclear how differing degrees of segregation
within each single layer are combined when heard
together in context during global perceptions of segre-
gation. This process may be more dynamic than we
originally anticipated.

In Experiment 1, it was assumed that two-stream
excerpts that contained multiple instruments in each
stream would be totally fused and constitute a virtual
voice. However, the results from Experiment 2 revealed
that within-stream blend ratings were not always rated
as highly blended. This raises issues related to the ana-
lysts’ classification of ‘‘streams.’’ Again, single-stream
blend ratings were measured out of context, which may
not entirely reflect the degree of single-stream blend
when the excerpt is listened to in full context as
occurred when analysts were making their annotations.
More research is needed in order to further explore the
interaction between integration within a single stream
and segregation between streams in relation to the role
that attention and context play in our perception of
segregation in orchestral music.
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There was no significant difference between musi-
cians and nonmusicians. This finding is consistent with
research that shows that nonmusicians have a global-
processing advantage, but that this effect is solely driven
by musicians’ bias towards local processing (Ouimet,
Foster, & Hyde, 2012; Stoesz, Jakobson, Kilgour, &
Lewycky, 2007). In the current experiment, rating the
degree of integration may have required participants to
adopt a more synthetic or global listening strategy (Per-
etz, 1990; Wenhart & Altenmüller, 2019; Winkler, Den-
ham, Mill, Bohm, & Bendixen, 2012), in which training
benefits may not be as pronounced or useful. This find-
ing highlights the importance of cognitive style and task
strategy.

Experiment 3: Segregation Ratings on
Reorchestrated Excerpts

The goal of this experiment was to provide a baseline
measure of segregation by reducing timbral differences
between streams. This baseline would allow us to eval-
uate the extent to which all other parameters contribute
to the perception of segregation over and above timbre.
Excerpts were reorchestrated and resimulated to be
composed entirely of string instruments (violin, viola,
cello, double bass). To assess the unique effect of timbre
on segregation, we compared the results from Experi-
ment 1 to those from Experiment 3. It should be noted,
however, that 1) there were still perceptual differences
in timbre between the instruments of the bowed-string
family, and 2) within a given instrument, differences in
pitch register were also accompanied by timbral differ-
ences (McAdams & Goodchild, 2017).

METHOD

Participants. Data analyses were performed on 40 par-
ticipants (25 female), between the ages of 18 and 29
years (M¼ 23.48, SD¼ 3.05). Twenty participants were
musicians (Mtraining ¼ 15.80 yrs, SDtraining ¼ 4.50 yrs)
and 20 were nonmusicians (Mtraining ¼ 0.10 yrs,
SDtraining ¼ 0.20 yrs). Two of the musicians had partic-
ipated in Experiments 1 and 2. Two other listeners did
not meet the criterion for normal hearing.

Stimuli. The stimuli consisted of 35 of the two-stream
excerpts and the 12 single-stream excerpts from Exper-
iment 1 for a total of 47 stimuli. One excerpt from
Experiment 1 (Smetana, Ma Vlast, Die Moldau, mm.
218–228) was not included in Experiment 3, as it would
have required a double digital string orchestra and was
thus not technically feasible with the OrchSim system.
The eight original, two-stream excerpts in Experiment 1

that were already composed for strings remained unal-
tered for Experiment 3. During the reorchestration,
score-based information, such as pitch, rhythm, phras-
ing, and tempo fluctuations were kept constant and
woodwind and brass instruments were substituted with
string instruments of similar register (e.g., flute by vio-
lin, trombone by cello) (see Figure 2). Furthermore, if
nonstring instruments in the excerpt were playing in
unison with string instruments, these instruments were
simply removed and the sound level of the string part
was boosted, if necessary, to compensate for overall
orchestral balance. In one excerpt (Vaughan Williams,
Symphony No. 8, IV, mm. 87–90), the harp was kept,
but its level was reduced to compensate. The 12 single-
stream excerpts in Experiment 1 were used to anchor
the scale but were presented in their original orchestra-
tion so that the anchoring would be similar between
Experiments 1 and 3. Average sound levels across an
excerpt for all 47 stimuli varied between 48.40 and
75.80 dB SPL (A-weighted).

Procedure. The procedure, instructions, and interface
were identical to those in Experiment 1. The experiment
lasted approximately one hour.

RESULTS

As mentioned earlier, our main hypothesis for Experi-
ment 1 was that the degree of perceptual segregation
would depend on timbral combination category and
music training. This experiment sought to provide
a baseline effect of reduced timbral cues on the degree
of segregation.

We hypothesized that the degree of segregation would
be significantly reduced for more timbrally homoge-
neous excerpts compared to timbrally heterogeneous
excerpts. If instrument family can be operationalized
in terms of global timbral classes, then reorchestrating
the original excerpts to contain solely string instruments
should significantly lower segregation ratings. We main-
tained the classification of excerpts as within- and
between-family from Experiment 1 even though they
are all within-family in Experiment 3. To compare
Experiments 1 and 3, the factor ‘‘reorchestration’’ was
included in the model as a between-subjects effect.

Based on hierarchical clustering of acoustic factors
for the 35 reorchestrated two-stream excerpts, spectral
skewness was chosen over spectral flatness and spectral
variation because of these three factors, which contrib-
uted significantly in Experiments 1 and 2, spectral
skewness had the highest correlation with the other
descriptors in the cluster. Adding the random intercept
improved BIC compared to the null model (�BIC ¼
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184.40). Adding fixed effects (Table 2) improved BIC
compared to the random intercept model (�BIC ¼
711.70). Mean frame energy (�BIC ¼ 4.20), the tim-
bral class � reorchestration � training interaction
(�BIC ¼ 4.10), the reorchestration � training inter-
action (�BIC ¼ 3.20), and spectral crest (�BIC ¼
2.50) were removed in that order. The random
intercept’s mean and variance were both different from
zero, m¼ –.03, t(76)¼ 24.21, p < .0001, s2¼ 0.009, z¼
5.06, p < .0001. All remaining fixed effects were statis-
tically significant. Figure 7 depicts mean segregation
ratings for the excerpts in Experiments 1 (original) and
3 (reorchestrated) for musicians and nonmusicians
according to previously categorized within- and
between-family combinations (timbral class). We will
focus on the independent variable factors involving
reorchestration given that this is the main aim of this
experiment. The main effect of reorchestration,
F(1, 2714) ¼ 14.64, p ¼ .0001, reveals that original
excerpts (Experiment 1) were rated as more segregated
than reorchestrated ones (Experiment 3). However, as
expected, this effect depends on its interaction with
timbral class, F(1, 2714) ¼ 27.18, p < .0001, given that
the difference in perceived segregation between
within- and between-family excerpts was more pro-
nounced for original compared to reorchestrated ones.
In terms of acoustic and score-based factors, greater
overlap in spectral skewness led to lower perceived
segregation, F(1, 2714) ¼ 74.80, p < .0001. Greater

differences in pitch between the two streams elicited
greater perceived segregation, F(1, 2790) ¼ 26.93, p <
.0001. A greater proportion of part crossing and
greater onset synchrony between streams both yielded
lower perceived segregation: crossing proportion,
F(1, 2714) ¼ 28.54, p < .0012; onset synchrony,
F(1, 2714) ¼ 190.89, p < .0001.

Discussion

The goal of Experiment 3 was to provide a baseline
effect with limited timbral cues for the degree of segre-
gation. The OrchSim technology manipulated the tim-
bre difference between streams by reorchestrating the
original timbrally heterogeneous excerpts with only
string instruments. All other musical characteristics
aside from timbre remained identical to the original
excerpts, allowing us to specifically reduce the effect
of timbre on segregation.

When comparing Experiment 1 to Experiment 3, the
results confirm that the reorchestration significantly
reduced timbral differentiation between streams. This
finding demonstrates that timbre, operationalized in
terms of instrument family combinations, contributes
to perceptual segregation over and above nontimbral
cues.

The fact that spectral skewness contributed to the
final model in Experiment 3 highlights that fine-
grained timbral differences related to spectral shape still

FIGURE 7. Mean segregation ratings according to timbral class and training for original and reorchestrated excerpts. Error bars represent 95%

confidence intervals.
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exist even after excerpts are reorchestrated to a homo-
geneous instrument family of similar orchestral register.
That timbral class meaningfully contributed to the final
model in Experiment 3 suggests that other musical fea-
tures may covary with instrument family, such that
reorchestrated excerpts may still vary systematically
across the musical materials originally assigned to these
timbral classes. Furthermore, subtle differences in tim-
bre between violins, violas, celli, and contrabasses, still
exist, even when playing at the same pitch. And impor-
tantly, timbre covaries with pitch register in any given
instrument, and registral differences still contain timbre
differences in addition to pitch differences (McAdams &
Goodchild, 2017). These two factors make it impossible
to completely isolate a timbral effect in real instrumental
music. Therefore, timbre cannot be completely captured
by our operational definition.

The results regarding score-based factors in the model
are consistent with the previous two experiments, dem-
onstrating that onset synchrony is an important cue for
segregation. In addition, the proportion of part crossing
was found to be statistically significant, in that greater
part crossing was negatively related to segregation rat-
ings. This finding is supported by previous work by
Hartmann and Johnson (1991), who showed that the
number of times musical lines cross one another in
pitch reduces listeners’ judgments of segregation. Just
as in Experiment 1, the average pitch interval between
streams was found to be a strong contributor to the
models. This supports the notion that pitch distance
serves as an important cue for perceptual segregation
of orchestral music (Bregman & Pinker, 1978; Deutsch,
2013). As we have noted, however, register changes are
also accompanied by timbral changes.

The interaction between timbral class and reorches-
tration indicates that there is a greater difference
between timbral classes (within- and between-family)
for original excerpts compared to reorchestrated ones.
The main effect of timbral class, therefore, is likely
driven by the original excerpts (Experiment1).

The main effect of training may be due to musicians’
heightened timbral sensitivity or adoption of an analytic
listening strategy during the task. These findings sup-
port previous research showing that music training
gives participants an advantage for ‘‘hearing out’’ indi-
vidual streams (Başkent & Gaudrain, 2016; Beauvois &
Meddis, 1997; Bey & McAdams 2003; Chandrasekaran
& Kraus, 2010; Parbery-Clark, Skoe, Lam, & Kraus,
2009; Zendel & Alain, 2009). Başkent and Gaudrain
(2016), for example, found a strong advantage in musi-
cians for speech-on-speech perception, which may have
been due to better segregation acquired through music

training. This result supports findings that show that
both musicians and nonmusicians can discriminate
between timbres (Peynircioğlu, Brent, & Falco, 2016),
but that perceptual exposure with feedback, such as
music training, can further enhance perceptual sensitiv-
ity to timbral differences (Bates, Peynircioğlu, & Brent,
2019).

The training � timbral class interaction, revealed by
musicians’ higher segregation ratings for within-family
timbral combinations compared to nonmusicians, sug-
gests that musicians’ show a benefit in using subtle tim-
bral cues to segregate musical content. This effect is
driven by the reorchestrated excerpts (Experiment 3),
as this interaction is not significant when rating the
original excerpts (Experiment 1). Interestingly, benefits
associated with music training may be modulated by
task difficulty. Specifically, musicians and nonmusicans
may both utilize clear timbral cues (Peynircioğlu et al.,
2016), but when the timbral distance between streams is
reduced and the cues become more subtle, musicians
may be more adept at utilizing them. This idea is con-
sidered in further detail in the General Discussion
section.

General Discussion

The aim of this paper was to examine the effect of
timbre on the degree of perceptual segregation and the
role of within-stream blend on between-stream segre-
gation in musical excerpts drawn from the symphonic
repertoire. It was hypothesized that composers use
instrument-family combinations as a high-level tool to
shape listeners’ perceptions because they provide tim-
bral dissimilarities that contribute to stream segrega-
tion. In addition, we wanted to assess whether certain
timbral properties may be particularly important for
segregation and whether musicians and nonmusicans
differ in terms of their ability to perceive segregated
streams. In order to capture the richness of a real musi-
cal context, nontimbral cues (acoustic and score-based)
were also included in all statistical models to see how
timbre contributes to perceptual segregation over and
above these other cues (reinforcing them or competing
with them). In line with orchestrators’ intuitions, the
results confirm that heterogeneous instrument combi-
nations yield greater perceptual segregation than homo-
geneous ones.

We also tested whether the degree of blend within
individual streams (Experiment 2) would be inversely
related to the degree of inter-stream segregation mea-
sured in Experiment 1. We did not find a significant
correlation between the two measures. This result
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suggests that the degree of within-stream blend may not
directly influence the perception of segregation between
streams. Future work should examine a wider range of
within-stream degrees of perceptual blend in order to
test whether the relationship between the two measures
is nonlinear. Furthermore, perceptual segregation was
measured in a richer musical context compared to per-
ceptual blend of single streams that was measured in
isolation. Both perceptual measures could be assessed in
the same musical context by manipulating attention.
These potential avenues of future research may capture
the dynamic interplay between within-stream blend and
between-stream segregation.

The third experiment reorchestrated the excerpts with
string instruments only and confirmed that overall per-
ceived segregation across excerpts was lower when tim-
bral differences between streams were reduced,
demonstrating that timbre, in terms of instrument-
family combinations, also contributes to perceptual seg-
regation in real music. Most importantly, significant
contributions of certain score-based and acoustic fac-
tors to the statistical models allowed us to pinpoint the
musical properties that underly this effect.

SCORE-BASED FACTORS

Across all three studies, score-based results showed an
effect on segregation and integration of average pitch
interval between streams, part crossing, and onset syn-
chrony, as well as an effect on within-stream blend of
the consonance of harmonic pitch intervals. Further-
more, contrast analyses in Experiment 1 revealed that
pitch and rhythmic parameters may compete or interact
with timbral cues during a perceptual segregation task.
Furthermore, in Experiment 2, contrast analyses also
demonstrated that consonance may compete or interact
with timbral cues in a perceptual blend task.

These findings demonstrate the complexities that
arise in natural listening environments, in which factors,
such as onset synchrony and consonance, which pro-
mote concurrent grouping and perceptual fusion, com-
pete with the absence of part crossing, which promotes
sequential grouping and auditory streaming (Bregman
& Pinker, 1978; Wright & Bregman, 1987).

ACOUSTIC FACTORS

One of the primary contributions of this study is iden-
tifying the audio descriptors underlying the perception
of segregation and integration in orchestral music. Spe-
cifically, acoustic analyses demonstrated that spectral
variation, flatness, skewness, and crest may be particu-
larly important correlates of timbre for auditory organ-
ization. These findings support those of Cusack and

Roberts (2004), in which differences in spectral varia-
tion were shown to elicit stronger perceptual segrega-
tion. Furthermore, our findings support previous
research that found that differences related to spectral
content are most important for the segregation of tone
sequences (Gregory, 1994; Hartmann & Johnson, 1991;
Singh & Bregman, 1997).

Research has not yet directly examined the role of
spectral flatness and spectral crest in auditory stream
segregation. However, these dimensions of timbre have
been perceptually validated and found to be relevant for
auditory perception (Koelsch et al., 2013; Laurier, 2011).
Interestingly, spectral flatness has been found to be
important for identifying musical phrases (Olsen, Dean,
& Leung, 2016), and spectral crest has been implicated
in emotional processing (Koelsch et al., 2013). Experi-
ments 1 and 3 revealed a statistically significant effect of
spectral skewness on segregation ratings. This correlate
of timbre has been perceptually validated and found to
be relevant for the classification of consonants (Forrest,
Weismer, Milenkovic, & Dougall, 1988). Taken together,
the acoustic analyses suggest that these acoustic cues are
relevant for auditory segregation in orchestral music,
which supports the notion that certain acoustic attri-
butes of timbre predominate over others in relation to
perceptual segregation.

MUSIC TRAINING

There was a main effect of training in Experiment 3, but
not in Experiment 1. Additionally, there was a slight
difference between musicians and nonmusicians in
Experiment 1, but the effect was too weak to be consid-
ered reliable. However, the effect in both experiments
was close enough to suggest that training did not sig-
nificantly vary between the two experiments, as evi-
denced by the non-significant training �
reorchestration interaction. Task difficulty may moder-
ate this group effect. The effect of training in Experi-
ment 3, due to musicians’ enhanced timbral sensitivity
or analytic listening strategy, may be especially useful
and pronounced when timbral cues are more subtle
(higher task difficulty). Therefore, both groups may be
able to use timbral cues in the original excerpts to seg-
regate, but only musicians may have an advantage in the
reorchestrated excerpts when timbral distance is mini-
mized and cues are subtler. Further research is needed
to tease these possibilities apart.

Similarly, a main effect of training was observed in
Experiment 3 but not in Experiment 2, where partici-
pants rated the degree of integration or ‘‘blend.’’ This
finding highlights the importance of cognitive strategy
on perceptual segregation of real music, in which
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bottom-up and top-down factors interact (Judd, 1979;
Kayser, Petkov, Lippert, & Logothetis, 2005; Tordini,
Bregman, Ankolekar, Sanholm, & Cooperstock, 2013;
van Noorden, 1975). It is possible that musicians adopt
a more analytic strategy and that nonmusicians adopt
a more global processing strategy (Ouimet et al., 2012;
Stoesz et al., 2007). In the current study, when the task
requires participants to segregate information, the dif-
ference in mean segregation ratings between musicians
and nonmusicians are pronounced. However, when task
demands are different and participants are required to
integrate information, the difference between the two
groups is minimized, as an analytic strategy is made less
useful. Different cognitive strategies have also been
found to be supported by separate neural correations.
For example, perceptual segregation has been shown to
recruit the planum temporale, whereas perceptual inte-
gration has been shown to recruit the inferior parietal
sulcus (Ragert et al., 2014). Furthermore, the left pla-
num temporale has been shown to be more enlarged in
musicians than in nonmusicans (Schlaug, Jäncke,
Huang, & Steinmetz, 1995). Thus, the results are con-
sistent with previous findings that demonstrate that
nonmusicians have a global-processing advantage, but
that this effect is driven by musicians’ bias towards local
processing (Ouimet et al., 2012; Stoesz et al., 2007).

More research is needed in order to further explore
the interaction between music training and segregation
by musical timbre. An interesting direction of future
research would be to investigate how trained composers
and conductors differ from noncomposing musicians
and from nonmusicans in their ability to segregate indi-
vidual streams from a given orchestral excerpt.

Conclusions

A limitation of the current study pertains to the selec-
tion of the stimuli. First, the stimuli were selected based
on specific criteria. The streams in two-stream excerpts
were judged by analysts to be of equal perceptual prom-
inence. These excerpts were selected to vary in terms of
annotated strength rating (1–5) and the timbral combi-
nation categories involved. Single-stream excerpts were
also required to vary in terms of timbral combination
categories. Due both to the strict criteria and to what
was available in OrchARD, the stimuli were not distrib-
uted evenly across timbral categories.

In sum, these findings provide a psychological basis
for understanding how composers use timbral cues to
shape listeners’ perceptions in concert with other
musical parameters. In addition, this study provides
empirical evidence that timbral differences can be

operationalized in terms of instrument-family combi-
nations. This certainly serves as an intuitive high-level
tool that composers use to shape listeners’ perceptions.
These results substantiate the findings of past research
that timbre plays a significant role in the process of
auditory stream segregation and extends them to a cor-
pus of orchestral excerpts. The primary contribution of
this study is to lay the groundwork for creating a model
that quantifies the weighted contribution of acoustical
properties within orchestral timbres and score-based
musical features, which together interact with training
and cognitive strategy to affect segregation between
instrument pairings within a musical framework. This
model is schematized in Figure 8. Standardized beta
coefficients for each factor demonstrate how the rela-
tive prominence of different cues varies across the dif-
ferent stimulus contexts (Table 3). Onset synchrony is
particularly strong in Experiments 1 and 3 and less so
in Experiment 2. The average inter-stream interval and
part crossing, while both significant contributors, are of
lesser importance. Among the timbral audio descrip-
tors, spectral skewness plays a more important role in
the perception of segregation (Experiments 1 & 3) than
it does for blend (Experiment 2). Spectral flatness and
variation are primarily effective in Experiments 1 and 2
in which multiple instrument families are involved and
not at all in the case of the more homogeneous orches-
tration with strings in Experiment 3. In summary, the
importance of spectral shape in general is key in the
orchestral segregation effect in diverse orchestrations
in concert with the more pitch-based factors. As these
effects demonstrate basic principles of auditory organ-
ization, the findings could extend to musical contexts
(genres and cultures) outside the Western orchestra.
Future research could test the weighted contributions
of perceptual and cognitive cues on perceptual segrega-
tion and how these relative contributions might change
according to musical context.

Composers are truly masterful at shaping sound to
elicit a particular percept in the listener. The goal of the
current study was to bridge the gap between composers’
intuitions and empirical research by connecting
example-based orchestration practices to their underly-
ing psychological principles. By using a novel and eco-
logically valid simulated orchestra and by combining
behavioral, acoustic, and symbolic musical-score data,
we have proposed a model for timbre’s role in a con-
trolled real-world musical context. By quantifying tim-
bre’s contribution and interaction with other musical
features, we lay the groundwork for better understand-
ing how general processes of auditory scene analysis,
such as segregation, affect how music is composed and
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TABLE 3. Standardized Beta Coefficients for Each Factor Across Experiments

Factor Experiment 1 Experiment 2 Experiment 3

Timbral Class (TC) .30 .34 .05
Reorchestration (R) — — –.12
Training (T) Removed Removed .40
TC X R — — .33
T X R — — Removed
TC X T Removed Removed .17
Spectral Crest .10 — Removed
Spectral Flatness .11 –.13 —
Spectral Skewness .17 .08 .19
Spectral Variation –.16 .12 —
Average Interval .17 — .12
Crossing Proportion –.07 Removed –.12
Onset Synchrony –.29 –.11 –.22
Consonance — –.20 —

Note: ‘‘—’’ indicates that the factor was not included in the initial fixed effects model. Factors that were removed by the greedy variable selection process are indicated. Factors
that were always removed by this process are not included in the table. Degree of segregation (Experiment 1 & 3) ¼ Higher values indicate greater segregation; Degree of
integration (Experiment 2)¼Higher values indicate greater segregation; Timbral Class¼ Between-family (1) – Within-family (0); Training¼Musician (1) – Nonmusician (0);
Reorchestration¼ Reorchestrated (1) – Original (0). Positive values indicate that the first term has a higher degree of segregation (Experiments 1 & 3) or lower degree of blend
(Experiment 2) than the second term. Negative values indicate that the second term has a higher degree of segregation or lower degree of blend than the first term. Acoustic
factors: Higher values indicate greater separation in spectral overlap; Crossing Proportion: Higher values indicate more part crossing; Onset Synchrony: Higher values indicate
greater synchrony; Consonance: Higher values indicate greater consonance.

FIGURE 8. Final model: A framework for the contributions of low-level sensory cues (timbral and score-based) and cognitive cues on the perception of

segregation and integration in orchestral music.
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listened to. Surprisingly, we also found that the degree of
blend within an auditory stream was not significantly
related to the degree of segregation between streams.
Taken together, this research serves as a basis for devel-
oping a set of perceptual principles to scientifically
ground the orchestral segregation effect and for under-
standing the processes that underlie auditory musical
perception more generally.
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Appendix A

TABLE A1. Two-stream Excerpts Annotated by Analysts as Containing Two Blended Streams

Timbral
combination
category

Timbral
class

Stream
combination Excerpt

Instruments in
stream 1

Instruments in
stream 2

Annotated
strength

S-S Within S-S Beethoven, Symphony 7, II, 51-58 Vn1 [S] Vn2 [S] 4
S-S Berlioz, Symphonie Fantastique, IV,

33-40
Vn1&2, Va [S] Va, Vc, Cb [S] 4

S-S Bruckner, Symphony 6, II, 113-117 Vn1 [S] Vc [S] 5
S-S Schubert Symphony 9 III, 198-205 Vn1 [S] Vc [S] 3
S-S Smetana, The Bartered Bride,

Overture, 31-35
Vn1 [S] Vn2 [S] 3

S-S Vaughan Williams, The Lark
Ascending, 82-90

Vn solo [S] Vn1 [S] 5

W-W Within W-W Brahms, Symphony 4, IV, 18-24 Fl&2, Ob1&2 [W] Cl&2, Bn&2 [W] 3
W-W Mendelssohn, Symphony 3, II, 32-39 Fl1&2, Ob1&2 [W] Cl1 [W] 3
W-W Mendelssohn, Symphony 3, IV,

176-179
Fl1 [W] Ob1 [W] 2

W-W Mussorgsky (orch. Ravel), Pictures at
an Exhibition, III, 7-8

Fl1-3, Cl1 [W] Bn1 [W] 2

W-W Vaughan Williams, Symphony 8, I,
144-150

Ob1 [W] Cl1 [W] 5

W-W Vaughan Williams, Symphony 8, IV,
69-71

Fl1, Ob1, Cl1 [W] Bn1&2 [W] 3

A-A Between SW-B Mussorgsky (orch. Ravel), Pictures at
an Exhibition, II, 76-81

Picc1, Fl1&2, Ob1-3, Cl&2,
Vn1&2, Va [SW]

Tb3, Tu [B] 5

Within SWB-SWB Strauss, Tod und Verklärung,
433-437

Fl3, Tp3, Vn1&2 [SWB] BCl, Bn1&2, Hn3&4,
Vc, Cb [SWB]

5

SWB-SWB Verdi, Aida, Dance, 53-56 Fl1&2, Picc, Ob1&2, Cl1&2, Hn1-
4, Tp1&2, Vn1&2 [SWB]

Bn1&2, Tb1-3, BTb,
Va, Vc, Cb [SWB]

4

W-B Between W-B Beethoven, Symphony 7, II, 119-122 Cl1 [W] Hn2 [B] 4
W-B Mahler, Symphony 1, I, 290-295 Fl1, Ob1, Cl1 [W] Hn1 [B] 3
W-WB Schubert, Symphony 9, III, 345-360 Fl1&2, Ob1&2 [W] Cl1&2, Bn1&2, Hrn1,

ATb, Tb [WB]
2

W-WB Schubert, Symphony 8, I, 31-35 Fl1, Ob1, Hn1&2 [WB] Fl2, Ob2, Cl1&2,
Bn1&2 [W]

1

W-WB Vaughan Williams, Symphony 8, I,
150-154

Fl1&2, Ob1&2, Bn2 [W] Cl1&2, Bn1, Hn1&2,
Tp1&2 [WB]

3

WB-WB Vaughan Williams, Symphony 8, II,
100-102

Fl1, Picc, Ob1&2, Tp1 [WB] Bn1, Hn1 [WB] 4

B-S Between S-SB Borodin, In the Steppes of Central
Asia, 40-53

Hn2, Vn1 [SB] Va, Vc [S] 1

S-B Debussy, La Mer, III, 137-139 Tp1 [B] Vn1 [S] 4
S-SB Mahler, Symphony 1, IV, 277-281 Hn1&2, Va, Vc [SB] Vn1&2 [S] 4
S-B Mendelssohn, Symphony 3, II,

260-266
Hn1&2 [B] Vn1 [S] 3

S-SB Schubert, Symphony 9, I, 594-603 Vn1&2, Va [S] Tp1&2, ATb, Tb, BTb,
Vc, Cb [SB]

5

S-B Smetana, Ma Vlast, Die Moldau,
218-228

Hn1-4, Tb1-3, [B] Vn1&2, Va, Vc, Cb [S] 4

(continued)
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TABLE A1. (continued)

Timbral
combination
category

Timbral
class

Stream
combination Excerpt

Instruments in
stream 1

Instruments in
stream 2

Annotated
strength

W-S Between W-S Berlioz, Symphonie Fantastique, IV,
49-61

Bn1&2 [W] Vn1, Vn2, Va, Vc, Cb [S] 5

S-SW Mozart, Don Giovanni, Overture,
129-133

Vn1&2, Va, Vc, Cb [S] Fl1&2, Ob1&2, Cl1&2,
Bn1&2 [SW]

2

W-SW Schubert, Symphony 9, IV, 543-558 Fl1, Cl1 [W] Ob1&2, Vn1&2, Va, Vc
[SW]

4

W-S Sibelius, Symphony 2, II, 200-202 Fl1&2, Ob1&2 [W] Vn1, Vc [S] 3
W-SW Vaughan Williams, Symphony 8, IV,

59-66
Ob1&2, Vn1&2, Vc [SW] Fl1, Picc, Cl1&2,

Bn1&2 [W]
5

S-SW Verdi, La Traviata, Prelude, 29-36 Cl1, Bn1, Vc [SW] Vn1 [S] 5
O-O Between SWB-SWP Mussorgsky (orch. Ravel), Pictures at

an
Exhibition, II, 86-98

Fl1-3, Ob1-3, Cl1&2, Hp1, Vn1&2,
Va, Xylo [SWP]

Bn1&2, Hn1&3,
Tb3, Vc, Cb [SWB]

4

S-SWP Mussorgsky (orch. Ravel), Pictures at
an

Exhibition, XIV, 121-123

Picc 1, Fl1&2, Ob1&2, Cl1&2,
Vn1&2, Xylo [SWP]

Va, Vc [S] 2

SWH-P Vaughan Williams, Symphony 8, IV,
87-95

Ob1, Cl1, Hp1, Va, Vc [SWH] Csta [P] 4

Note: Annotated segregation strength is taken from OrchARD. S ¼ string, W ¼ woodwind, B ¼ brass, A ¼ all (SWB), O ¼ other (including H ¼ harp, P ¼ percussion).
Unseparated initials in square brackets indicate blended families (SW¼ blend of strings and woodwinds), and initials separated by a hyphen indicate combinations in different
streams (SW-B ¼ SW in one stream, B in the other stream).

TABLE A2. Single-stream Excerpts Annotated As a Blended Passage

Timbral
combination
category Excerpt Instruments

Annotated
strength

Mean
blend
rating

S Hadyn, Symphony 100, III, 50-56 Vn2, Va 2 .41
Bruckner, Symphony 6, I, 209-216 Vn2, Va, Vc, Cb 3 .58

W Strauss, Tod und Verklärung, 452-454 Fl1&2, Ob1&2, BCl, Bn1&2 4 .40
Schubert, Symphony 9, IV, 543-558 Fl1, Cl1 4 .56

A Verdi, Aida, Dance, 45-53 Picc, Fl1, Ob1&2, Cl1&2, Tp1&2, Vn1&2 3 .61
WB Mussorgsky (orch. Ravel), Pictures at an

Exhibition, II, 61-63
Fl1-3, Ob1&2, EH, Cl1&2, BCl, Bn1&2,

CBn, Hn1&2
4 .35

Debussy, La Mer, I, 71-72 Bn1&2, Hn1-4 3 .56
SB Mussorgsky (orch. Ravel), Pictures at an

Exhibition, II, 68-69
Hn1-4, Tp1, Vn1&2, Va, Vc 2 .61

D’Indy, Choral Varié, 70-74 Hn1-4, Tp1, Cb 3 .21
SW Mussorgsky (orch. Ravel),

Pictures at an Exhibition, X, 1-2
EH, Cl1&2, BCl, Bn1&2, Vn1&2, Va, Vc,

Cb
5 .52

Mozart, Don Giovanni, Overture, 23-26 Fl1&2, Vn1 4 .31
O Vaughan Williams, Symphony 8, IV, mm. 81-86 Cl1, Hp1, Va 5 .39

Note: Average blend rating (0–1) is from Gianferrara (2016). (See Table A1 for abbreviations.)
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Appendix B

Acoustic Descriptor Dictionary

Appendix C

Score-based Factor Calculations

For all experiments:

1. MusicXML scores are input to music21 (Cuthbert
& Ariza, 2010).

2. MIDI pitch values are averaged for chords.

Experiments 1 and 3: Inter-stream calculations

These calculations are computed between a pair of
streams for each excerpt.

Onset synchrony:

1. Create a composite rhythm combining all instru-
ments in an annotated stream.

2. The proportion of common onsets between
streams is the onset synchrony score.

Pitch-related measures: Average Interval and Crossing
Proportion

1. Rests are included.
2. Each stream is sliced into every possible triplet

64th-note position. This assures that the pitch
averaging scores reflect the durations of notes.

3. Every instrument in each stream is paired with
every instrument in the opposite stream, and the
difference between their pitches at every slice is
computed.

a. Average Interval: The average of absolute pitch
differences is taken across each triplet 64th-note
slice and the average value for the slices is

computed to get the average interval between
streams.

b. Crossing Proportion: For each triplet 64th-note
slice, we compute the proportion of slices in
which any intervals are negative: Call this value
x. If x is greater than 0.5, this means that stream
1 contains pitches higher than stream 2 more
than half the time. We report (1-x) as the cross
proportion, as these represent places where
stream 2 contains notes higher than stream 1.
If x is less than 0.5, it means stream 2 is higher
than stream 1 most of the time, so we just
report x directly as the cross proportion.

Experiment 2: Intra-stream calculations

These calculations are computed separately for each
of the two annotated streams in each excerpt.

Onset Synchrony

1. Only slices where at least one instrument articu-
lates an onset are used.

2. For each stream, we identify places where any of
the instruments are tacit (not playing):

a. Instruments are tacit until they first play an
onset.

b. Instruments are tacit immediately after the last
onset they play, until the end of the excerpt.

c. Instruments are tacit in any span in which they
rest while two or more onsets occur in other
instruments.

TABLE B1. Acoustic Factors Defined in Terms of Peeters et al. (2011)

Audio descriptor Description

Spectral Centroid The spectral center of gravity. The ‘brightness/darkness’ of a sound.
Spectral Spread The spread of the spectrum around its mean value.
Spectral Skewness A measure of asymmetry of the spectrum around its mean value.
Spectral Kurtosis The degree of flatness of a spectrum around its mean value.
Spectral Slope Linear regression over the spectral amplitude values of each frequency bin (STFT) or auditory channel (ERB).
Spectral Decrease The average set of slopes between the kth partial and the first partial.
Spectral Rolloff Frequency below which 95% of signal energy is contained.
Spectral Variation The amount of change in the spectrum over time.
Frame Energy The sum of the squared amplitudes of each frequency bin (STFT) or auditory channel (ERB).
Spectral Flatness Tonal vs. noise content of the spectrum: Ratio of geometric and arithmetic means of the spectrum.
Spectral Crest Tonal vs. noise content of the spectrum: Ratio of the maximum value and arithmetic mean of the spectrum.
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1. For each slice, we count the total number of instru-
ments that are not tacit—this is the number of
‘‘active instruments’’ at any time.

2. For each slice, the number of instruments playing
an onset is counted.

3. Any place where the number of active instruments
is the same as the number of onsets is a synchrony
point.

4. Divide the number of synchrony points by the
total number of (nontacit) slices to obtain the
onset synchrony score.

Crossing Proportion

1. In this case, we again only use slices where at least
one instrument articulates an onset.

2. For all pairs of instruments within the stream,
compute the interval between them at each onset,
and ask whether this interval is < 0, > 0, or¼ 0 and
call this the ‘‘direction.’’

3. For each of these directions (each representing one
pair of instruments), identify all the places where
the direction changes from one slice to the next.

(Note that since unison is one direction category,
changing from unison to positive/negative, or the
reverse, is also considered a voice crossing).

4. Count all the places across all instrument pairs
where the voices cross positions. Divide this num-
ber by the total number of interval pairs between
all voices: This assures that the crossing proportion
value is between 0 and 1.

Consonance:

1. Again, divide the score into triplet 64th slices, and
keep rests, assuring that the average accounts for
the duration of notes, not just the number of
onsets.

2. For each pair of instruments within the stream,
calculate the interval between them, and weight
the intervals according to Malmberg’s (1918) set
of consonance scores.

3. Take the average consonance score across each slice,
and then the average across these slice-averages to
get the consonance score for the entire stream.
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