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#### Abstract

We consider the dynamics of a population of organisms containing two mutually inhibitory gene regulatory networks, that can result in a bistable switch-like behaviour. We completely characterize their local and global dynamics in the absence of any noise, and then go on to consider the effects of either noise coming from bursting (transcription or translation), or Gaussian noise in molecular degradation rates when there is a dominant slow variable in the system. We show analytically how the steady state distribution in the population can range from a single unimodal distribution through a bimodal distribution and give the explicit analytic form for the invariant stationary density which is globally asymptotically stable. Rather remarkably, the behaviour of the stationary density with respect to the parameters characterizing the molecular behaviour of the bistable switch is qualitatively identical in the presence of noise coming from bursting as well as in the presence of Gaussian noise in the degradation rate. This implies that one cannot distinguish between either the dominant source or nature of noise based on the stationary molecular distribution in a population of cells. We finally show that the switch model with bursting but two dominant slow genes has an asymptotically stable stationary density.
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## 1 Introduction

In electrical circuits there are only two elementary ways to produce bistable behavior. Either with positive feedback (e.g. A stimulates B and B stimulates A) or with double negative feedback (A inhibits B and B inhibits A). This elementary fact, known to all electrical engineering students, has, in recent years, come to the attention of molecular biologists who have rushed to implicate one or the other mechanism as the source of putative or real bistable behavior in a variety of biological systems. (In a gene regulatory framework we might term the double positive feedback switch an inducible switch, while the double negative feedback switch could be called a repressible switch.) Some laboratories have used this insight to engineer in vitro systems to have bistable behavior and one of the first was Gardner et al. (2000) who engineered repressible switch like behavior of the type we study in this paper. Some especially well written surveys are to be found in Ferrell (2002), Tyson et al. (2003), and Angeli et al. (2004).

Gene regulatory networks are, however, noisy affairs for a variety of reasons and it is now thought that this noise may actually play a significant role in determining function (Eldar and Elowitz 2010). In such noisy dynamical systems experimentalists will often take a populational level approach and infer the existence of underlying bistable behavior based on the existence of bimodal densities of some molecular constituent over some range of experimental parameter values.

From a modeling perspective there have been a number of studies attempting to understand the effects of noise on gene regulatory dynamics. The now classical Kepler and Elston (2001) really laid much of the ground work for subsequent studies by its treatment of a variety of noise sources and their effect on dynamics. Mackey et al. (2011) examined the effects of either bursting or Gaussian noise on both inducible and repressible operon models, and Waldherr et al. (2010) looked at the role of Gaussian noise in an inducible switch model for ovarian follicular growth.

One of the most interesting situations is the observation that the presence of noise may induce bistability in a gene regulatory model when it was absolutely impossible to have bistable behaviour in the absence of noise. This has been very nicely explored by Artyomov et al. (2007) (in competing positive/negative feedback motifs), and Samoilov et al. (2005) (in enzymatic futile cycles), while Qian et al. (2009) and Bishop and Qian (2010) analytically explored noise induced bistability, the latter in a phosphorylation-dephosphorylation cycle model. Vellela and Qian (2009) examined the role of noise in shaping the dynamics of the bistable Schlögl chemical kinetic model.

For bistable repressible switch models Wang et al. (2007) examined quorum-sensing with degradation rate noise in phage $\Lambda$ while Morelli et al. (2008a) examined the role of noise in protein production rates. Morelli et al. (2008b) carried out numerical studies of repressible switch slow dynamics in the face of noise. Bokes et al. (2013) gave a nice overview of the various approaches to the modeling of these systems and then examined the role of transcriptional/translational bursting in repressible and inducible systems as well as in a repressible switch. Caravagna et al. (2013) examined the effects
of bounded Gaussian noise on mRNA production rates in a repressible switch model, while Strasser et al. (2012) have looked at a model for the Pu/Gata switch (a repressible switch implicated in hematopoietic differentiation decision making) with high levels of protein and low levels of DNA.

In this paper, we extend the work of Mackey et al. (2011) on inducible and repressible systems to an analytic consideration of an inducible switch in the presence of either bursting transcriptional (or translational) noise or Gaussian noise. The paper is organized as follows. Section 2 lays the groundwork by developing the deterministic model based on ordinary differential equations (a generalization of Grigorov et al. 1967, the earliest study we know of, and Cherry and Adler 2000) that we use to consider the influence of noise. This is followed in Sect. 3 with an analysis of the deterministic system, including the coexistence of multiple steady states, and their stability. This section, though superficially similar to the treatment of Mackey et al. (2011), extends their results to a completely different situation than previously considered, namely a model for a repressible switch. Section 4 briefly considers how the existence of fast and slow variables enables the simplification of the dynamics, and consequently makes computations tractable, while the following Sect. 5 introduces bursting transcriptional or translational noise and derives the stationary population density in a variety of situations when there is a single dominant slow variable. We not only give explicit analytic expressions for these stationary densities, but also show that they are globally asymptotically stable. Section 6 considers an alternative situation in which there is Gaussian distributed noise in the degradation rate for a single slow variable. We again give the analytic form for the stationary densities as well as demonstrating their stability. Section 7 expands on Sect. 5 by considering bursting transcription or translation but in the situation where there are two dominant slow variables. The models in Sects. 5-7 are expressed as stochastic differential equations. The paper concludes with a short discussion.

## 2 The bistable genetic switch

### 2.1 Biological background

The paradigmatic molecular biology example of a bistable switch due to reciprocal negative feedback is the bacteriophage (or phage) $\lambda$, which is a virus capable of infecting Escherichia coli bacteria. Originally described in Jacob and Monod (1961) and very nicely treated in Ptashne (1986), it is but one of scores of mutually inhibitory bistable switches that have been found since.

### 2.2 Model development

Figure 1 gives a cartoon representation of the situation we are modeling here, which is a generalization of the work of Grigorov et al. (1967) and Cherry and Adler (2000). The original postulate for the hypothetical regulatory network of Fig. 1 is to be found in the lovely paper (Monod and Jacob 1961) which treats a number of different molecular control scenarios, and the reader may find reference to that figure helpful while


Fig. 1 A schematic depiction of the elements of a bistable genetic switch, following Monod and Jacob (1961). There are two operons ( $X$ and $Y$ ). For each, the regulatory region ( $\operatorname{Reg}_{x}$ or $\operatorname{Reg}_{y}$ ) produces a repressor molecule ( $R_{x}$ or $R_{y}$ ) that is inactive unless it is combined with the effector produced by the opposing operon ( $E_{y}$ or $E_{x}$ respectively). In the combined form ( $R_{x} E_{y}$ or $R_{y} E_{x}$ ) the repressor-effector complex binds to the operator region ( $O_{x}$ or $O_{y}$ respectively) and blocks transcription of the corresponding structural gene ( $S G_{x}$ or $S G_{y}$ ). When the operator region is not complexed with the active form of the repressor, transcription of the structural gene can take place and mRNA ( $M_{x}$ or $M_{y}$ ) is produced. Translation of the mRNA then produces an effector molecule ( $E_{x}$ or $E_{y}$ ). These effector molecules then are capable of interacting with the repressor molecule of the opposing gene. See Monod and Jacob (1961)
following the model development below. It should be noted that with the advent of the power of synthetic biology it is now possible to construct molecular control circuits with virtually any desired configuration and thereby experimentally investigate their dynamics (Hasty et al. 2001).

Polynikis et al. (2009) offers a nice survey of techniques applicable to the approach we take in this section. We consider two operons $X$ and $Y$ such that the 'effector' of $X$, denoted by $E_{x}$, inhibits the transcriptional production of mRNA from operon $Y$ and vice versa. We take the approach of Goodwin (1965) as extended and developed in (Griffith 1968a, b; Othmer 1976; Selgrade 1979). Consider initially a single operon $a$ where $a \in\{x, y\}$ and denote by $\bar{a} \in\{y, x\}$ the opposing operon. For the mutually repressible systems we consider here, in the presence of the effector molecule $E_{a}$ the repressor $R_{\bar{a}}$ is active (able to bind to the operator region), and thus block DNA transcription. The effector binds with the inactive form $R_{\bar{a}}$ of the repressor, and when bound to the effector the repressor becomes active. We take this reaction to be in equilibrium and of the form

$$
\begin{equation*}
R_{\bar{a}}+n_{\bar{a}} E_{a} \rightleftharpoons R_{\bar{a}} E_{a n_{\bar{a}}} . \tag{1}
\end{equation*}
$$

Here, $R_{\bar{a}} E_{a n_{\bar{a}}}$ is a repressor-effector complex and $n_{\bar{a}}$ is the number of effector molecules that inactivate the repressor $R_{\bar{a}}$. If we let the mRNA and effector concentrations be denoted by $\left(M_{a}, E_{a}\right)$ then we assume that the dynamics for operon $a$ are given by

$$
\begin{equation*}
\frac{d M_{a}}{d t}=\bar{b}_{d, a} \bar{\varphi}_{m, a} f_{a}\left(E_{\bar{a}}\right)-\gamma_{M_{a}} M_{a}, \quad \bar{a} \in\{y, x\} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d E_{a}}{d t}=\beta_{E_{a}} M_{a}-\gamma_{E_{a}} E_{a} . \tag{3}
\end{equation*}
$$

It is assumed in (2) that the rate of mRNA production is proportional to the fraction of time the operator region is active and that the maximum level of transcription is $\bar{b}_{d, a}$, and that the effector production rate is proportional to the amount of mRNA. Note that the production of $M_{x}$ is regulated by $E_{y}$ and vice versa, and that the components $\left(M_{a}, E_{a}\right)$ are subject to degradation. The function $f$ is calculated next.

To compute $f$ we temporarily suppress the subscript $a$ and then restore it at the end. Let the corresponding reaction in (1) and the equilibrium constant be

$$
R+n E \stackrel{K_{1}}{\rightleftharpoons} R E_{n} \quad K_{1}=\frac{R E_{n}}{R \cdot E^{n}} .
$$

There is an interaction between the operator $O$ and repressor $R$ described by

$$
O+R E_{n} \stackrel{K_{2}}{\rightleftharpoons} O R E_{n} \quad K_{2}=\frac{O R E_{n}}{O \cdot R E_{n}} .
$$

The total operator is given by

$$
O_{t o t}=O+O R E_{n}=O+K_{1} K_{2} O \cdot R \cdot E^{n}=O\left(1+K_{1} K_{2} R \cdot E^{n}\right),
$$

while the total repressor $R_{t o t}$ is

$$
R_{t o t}=R+K_{1} R \cdot E^{n}+K_{2} O \cdot R E_{n},
$$

so the fraction of operators not bound by repressor is given by

$$
f(E)=\frac{O}{O_{t o t}}=\frac{1}{1+K_{1} K_{2} R \cdot E^{n}}
$$

If the amount repressor bound to the operator is small compared to the total amount of repressor then $R_{t o t} \simeq R\left(1+K_{1} \cdot E^{n}\right)$ and consequently

$$
f(E)=\frac{1+K_{1} E^{n}}{1+\left(K_{1}+K_{1} K_{2} R_{t o t}\right) E^{n}}=\frac{1+K_{1} E^{n}}{1+K E^{n}}
$$

where $K=K_{1}\left(1+K_{2} R_{\text {tot }}\right)$. When $E$ is large there will be maximal repression, but even then there will still be a basal level of mRNA production proportional to $K_{1} K^{-1}<1$ (this is known as leakage). The variation of the DNA transcription rate with effector level is given by $\varphi=\bar{\varphi}_{m} f$ or

$$
\begin{equation*}
\varphi(E)=\bar{\varphi}_{m} \frac{1+K_{1} E^{n}}{1+K E^{n}}=\bar{\varphi}_{m} f(E) \tag{4}
\end{equation*}
$$

where $\bar{\varphi}_{m}$ is the maximal DNA transcription rate (in units of inverse time).
Now explicitly including the proper subscripts we have

$$
\varphi_{a}\left(E_{\bar{a}}\right)=\bar{\varphi}_{m, a} \frac{1+K_{1, a} E_{\bar{a}}^{n_{a}}}{1+K_{a} E_{\bar{a}}^{n_{a}}}=\bar{\varphi}_{m, a} f_{a}\left(E_{\bar{a}}\right),
$$

where $K_{a}=K_{1, a}\left(1+K_{2, a} R_{t o t, a}\right)$.
We next rewrite Eqs. (2) and (3) by defining dimensionless concentrations. Equation (4) becomes

$$
\varphi_{a}\left(e_{\bar{a}}\right)=\varphi_{m, a} f_{a}\left(e_{\bar{a}}\right)
$$

where the dimensionless rate $\varphi_{m, a}$ is defined by

$$
\varphi_{m, a}=\frac{\bar{\varphi}_{m, a} \beta_{E, a}}{\gamma_{M, a} \gamma_{E, a}} \quad \text { and } \quad f_{a}\left(e_{\bar{a}}\right)=\frac{1+e_{\bar{a}}^{n_{a}}}{1+\Delta_{a} e_{\bar{a}}^{n_{a}}},
$$

$\Delta_{a}=K_{a} K_{1, a}^{-1}$, and the dimensionless effector concentration $\left(e_{a}\right)$ is defined by

$$
E_{a}=\eta_{a} e_{\bar{a}} \quad \text { with } \quad \eta_{a}=\frac{1}{\sqrt[n_{a}]{K_{1, a}}}
$$

Recall that $\Delta_{a}^{-1}$ denotes the leakage and note that if $\Delta_{a}$ goes to infinity then the transcription goes to zero. Similarly using a dimensionless mRNA concentration ( $m_{a}$ ) given by

$$
M_{a}=m_{a} \eta_{a} \frac{\gamma_{E_{a}}}{\beta_{E_{a}}},
$$

Equations (2) and (3) take the form

$$
\begin{aligned}
\frac{d m_{a}}{d t} & =\gamma_{M_{a}}\left[\kappa_{d, a} f_{a}\left(e_{\bar{a}}\right)-m_{a}\right] \\
\frac{d e_{a}}{d t} & =\gamma_{E_{a}}\left(m_{a}-e_{a}\right)
\end{aligned}
$$

with

$$
\kappa_{d, a}=b_{d, a} \varphi_{m, a}, \quad \text { and } \quad b_{d, a}=\frac{\bar{b}_{d, a}}{\eta_{a}}
$$

which are both dimensionless.
Thus the equations governing the dynamics of this system are given by the four differential equations

$$
\frac{d m_{x}}{d t}=\gamma_{M_{x}}\left[\kappa_{d, x} f_{x}\left(e_{y}\right)-m_{x}\right]
$$

$$
\begin{aligned}
\frac{d e_{x}}{d t} & =\gamma_{E_{x}}\left(m_{x}-e_{x}\right) \\
\frac{d m_{y}}{d t} & =\gamma_{M_{y}}\left[\kappa_{d, y} f_{y}\left(e_{x}\right)-m_{y}\right] \\
\frac{d e_{y}}{d t} & =\gamma_{E_{y}}\left(m_{y}-e_{y}\right)
\end{aligned}
$$

where

$$
f_{x}\left(e_{y}\right)=\frac{1+e_{y}^{n_{x}}}{1+\Delta_{x} e_{y}^{n_{x}}} \quad \text { and } \quad f_{y}\left(e_{x}\right)=\frac{1+e_{x}^{n_{y}}}{1+\Delta_{y} e_{x}^{n_{y}}}
$$

To make the model equations somewhat more straightforward, denote dimensionless concentrations by ( $m_{x}, e_{x}, m_{y}, e_{y}$ ) $=\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ (with obvious changes in the other subscripts) to obtain

$$
\begin{align*}
\frac{d x_{1}}{d t} & =\gamma_{x_{1}}\left[\kappa_{d, x} f_{x}\left(y_{2}\right)-x_{1}\right]  \tag{5}\\
\frac{d x_{2}}{d t} & =\gamma_{x_{2}}\left(x_{1}-x_{2}\right)  \tag{6}\\
\frac{d y_{1}}{d t} & =\gamma_{y_{1}}\left[\kappa_{d, y} f_{y}\left(x_{2}\right)-y_{1}\right]  \tag{7}\\
\frac{d y_{2}}{d t} & =\gamma_{y_{2}}\left(y_{1}-y_{2}\right) \tag{8}
\end{align*}
$$

Throughout, $\gamma$. is a decay rate (time ${ }^{-1}$ ), and so Eqs. (5)-(8) are not dimensionless. In addition to the loss rates explicitly appearing, we have the parameters $\kappa_{d, x}, \kappa_{d, y}$. Since

$$
\begin{equation*}
f_{x}\left(y_{2}\right)=\frac{1+y_{2}^{n_{x}}}{1+\Delta_{x} y_{2}^{n_{x}}} \quad \text { and } \quad f_{y}\left(x_{2}\right)=\frac{1+x_{2}^{n_{y}}}{1+\Delta_{y} x_{2}^{n_{y}}} \tag{9}
\end{equation*}
$$

we have as well the four parameters $\Delta_{x}, \Delta_{y}, n_{x}, n_{y}$ to consider. Note that

$$
f_{x}(0)=1, \lim _{y_{2} \rightarrow \infty} f_{x}\left(y_{2}\right)=\Delta_{x}^{-1}<1, f_{y}(0)=1, \lim _{x_{2} \rightarrow \infty} f_{y}\left(x_{2}\right)=\Delta_{y}^{-1}<1
$$

## 3 Steady states and dynamics

The dynamics of this model for a bistable switch can be analyzed as follows. This section is an elaboration of aspects of the work presented in Cherry and Adler (2000). Set $W=\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ so the system (5)-(8) generates a flow $S_{t}(W)$. The flow $S_{t}\left(W^{0}\right) \in \mathbb{R}_{4}^{+}$for all initial conditions $W^{0}=\left(x_{1}^{0}, x_{2}^{0},, y_{1}^{0}, y_{2}^{0}\right) \in \mathbb{R}_{4}^{+}$and $t>0$.

The steady states of the system (5)-(8) are given by $x_{1}^{*}=x_{2}^{*}=x^{*}, y_{1}^{*}=y_{2}^{*}=y^{*}$ where $\left(x^{*}, y^{*}\right)$ is the solution of

$$
\begin{equation*}
x_{1}=x_{2}=\kappa_{d, x} f_{x}\left(y_{2}\right) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
y_{1}=y_{2}=\kappa_{d, y} f_{y}\left(x_{2}\right) . \tag{11}
\end{equation*}
$$

For each solution $\left(x^{*}, y^{*}\right)$ of (10) and (11) there is a steady state $W^{*}$ of the model, and the parameters $\left(\kappa_{d, x}, \kappa_{d, y}, \Delta_{x}, \Delta_{y}, n_{x}, n_{y}\right)$ will determine whether $W^{*}$ is unique or has multiple values.

### 3.1 Graphical investigation of the steady states

Figure 2 gives a graphical picture of the five qualitative possibilities for steady state solutions of the pair of Eqs. (5)-(8).

An alternative, but equivalent, way of examining the steady state of this model is by examining the solution of either one of the pair of equations

$$
\frac{x}{\kappa_{d, x}}=f_{x}\left(\kappa_{d, y} f_{y}(x)\right):=\mathcal{F}_{x}(x), \frac{y}{\kappa_{d, y}}=f_{y}\left(\kappa_{d, x} f_{x}(y)\right):=\mathcal{F}_{y}(y) .
$$



Fig. 2 A graphical representation of the possible steady state solutions of Eqs. (10) and (11). We have plotted the $y_{1}$ and $x_{1}$ isoclines ( $y_{2}=\kappa_{d, y} f_{y}\left(x_{2}\right)$ and $x_{2}=\kappa_{d, x} f_{x}\left(y_{2}\right)$ respectively), and assumed that the $y_{1}$ isocline (the graph of $y_{2}=\kappa_{d, y} f_{y}\left(x_{2}\right)$ ) is not changed but that $x_{1}$ isocline (the graph of $x_{2}=\kappa_{d, x} f_{x}\left(y_{2}\right)$ ) is varied as indicated by the labels $A$ to $E$, e.g. by decreasing $\kappa_{d, x}$. a There is a single steady state at a large value of $x_{2}$ and a correspondingly small value of $y_{2}$. In this case operon $X$ of the bistable switch is in the "ON" state while operon $Y$ is in the "OFF" state. This steady state is globally stable. $\mathbf{b}$ A decrease in $\kappa_{d, x}$ now leads to a situation in which there are two steady states, the largest (locally stable one) corresponding to the intersection of the two graphs, and the second smaller (half stable) one where the two graphs are tangent. c Further decreases in $\kappa_{d, x}$ now result in three steady states. For the largest (locally stable) one the operon $X$ is in the on state while $Y$ is in the off state. The smallest one (also locally stable) corresponds to operon $Y$ in the ON state and $X$ is in the OFF state. The intermediate steady state is unstable. $\mathbf{d}$ This case is like $\mathbf{b}$ in that there are two steady states, one (locally stable) defined by the intersection of the two graphs in which $Y$ is ON and the second at the tangency of the two graphs is again half stable. e Finally, for sufficiently small $\kappa_{d, x}$ there is a single globally stable steady state in which $Y$ is ON and $X$ is OFF

We choose to deal with the first. Note that since both $f_{x}$ and $f_{y}$ are monotone decreasing functions of their arguments, the composition of the two

$$
\begin{equation*}
\mathcal{F}_{x}(x)=\frac{1+\left(\kappa_{d, y} f_{y}(x)\right)^{n_{x}}}{1+\Delta_{x}\left(\kappa_{d, y} f_{y}(x)\right)^{n_{x}}}=\frac{1+\left(\kappa_{d, y} \frac{1+x^{n_{y}}}{1+\Delta_{y} x^{n_{y}}}\right)^{n_{x}}}{1+\Delta_{x}\left(\kappa_{d, y} \frac{1+x^{n_{y}}}{1+\Delta_{y} x^{n_{y}}}\right)^{n_{x}}} \tag{12}
\end{equation*}
$$

is a monotone increasing function of $x$ with

$$
\mathcal{F}_{x}(0)=\frac{1+\kappa_{d, y}^{n_{x}}}{1+\Delta_{x} \kappa_{d, y}^{n_{x}}}:=\mathcal{F}_{x, 0}
$$

and

$$
\lim _{x \rightarrow \infty} \mathcal{F}_{x}(x)=\frac{1+\left(\kappa_{d, y} \Delta_{y}^{-1}\right)^{n_{x}}}{1+\Delta_{x}\left(\kappa_{d, y} \Delta_{y}^{-1}\right)^{n_{x}}}:=\mathcal{F}_{x, \infty}>\mathcal{F}_{x, 0}
$$

In Fig. 3 we have shown graphically the same sequence of steady states as we illustrated in Fig. 2


Fig. 3 A graphical representation of the possible steady state solutions of the equation $x / \kappa_{d, x}=$ $f_{x}\left(\kappa_{d, y} f_{y}(x)\right):=\mathcal{F}_{x}(x)$. The smooth monotone increasing graph is that of $\mathcal{F}_{x}(x)$ as given in Eq. (12), while the straight line is that of $x / \kappa_{d, x}$ for different values of $\kappa_{d, x}$. The five straight lines correspond to the five possibilities $(\mathbf{a}-\mathbf{e})$ in Fig. 2

### 3.2 Analytic investigation of the steady states

Single versus multiple steady states This model for a bistable genetic switch may have one [ $W_{1}^{*}$ (e of Fig. 2 or Fig. 3) or $W_{3}^{*}$ (A) ], two $\left[W_{1}^{*}, W_{2}^{*}=W_{3}^{*}(\mathrm{D})\right.$ or $W_{1}^{*}=W_{2}^{*}, W_{3}^{*}$ (B)], or three $\left[W_{1}^{*}, W_{2}^{*}, W_{3}^{*}(\mathrm{C})\right]$ steady states, with the ordering $0 \preceq W_{1}^{*} \preceq W_{2}^{*} \preceq W_{3}^{*}$, indicating that $W_{1}^{*}$ corresponds to operon $X$ in the OFF state and operon $Y$ in the ON state while at $W_{3}^{*} X$ is ON and $Y$ is OFF.

Analytic conditions for the existence of one or more steady states can be obtained by first noting that we must have

$$
\begin{equation*}
\frac{x}{\kappa_{d, x}}=f_{x}\left(\kappa_{d, y} f_{y}(x)\right):=\mathcal{F}_{x}(x) \tag{13}
\end{equation*}
$$

satisfied. In Fig. 4 we have illustrated Eq. (13) for various values of parameters.
In addition to this criteria, we have a second relation at our disposal at the delineation points between the existence of two and three steady state. These points are also determined by a second relation since $x / \kappa_{d}$ is tangent to $\mathcal{F}_{x}(x)$ (see Fig. 3b, d). Thus we must also have

$$
\frac{1}{\kappa_{d, x}}=\frac{d \mathcal{F}_{x}(x)}{d x}
$$

Now the problem is to derive values for $x_{ \pm}$at which a tangency occurs, as well as to figure out some way to make a parametric plot of a combination of $\kappa_{d, x}, \kappa_{d, y}, \Delta_{x}, \Delta_{y}$ for given values of $n_{x}, n_{y}$.

Indeed, from Eqs. (10) and (11) we have

$$
\begin{equation*}
x=\kappa_{d, x} f_{x}(y) \quad \text { and } \quad y=\kappa_{d, y} f_{y}(x) \tag{14}
\end{equation*}
$$



Fig. 4 The plot of $\kappa_{d, x}$ versus $x$ obtained from Eq. (13). The figure was constructed for the following parameters: $n_{x} \in\{1,2,3\}, n_{y} \in\{1,2,3,4,5\}, \kappa_{y}=2, \Delta_{x}=12, \Delta_{y}=10$. The solid lines correspond to $n_{x}=1$ and we increase $n_{y}$ from 1 (the lowest line) to 5 (the top one). The dashed lines correspond to $n_{x}=2$ and the dotted to $n_{x}=3$

Additionally at a tangency between $f_{x}(y)$ and $f_{y}(x)$ we must have

$$
x=\kappa_{d, x} f_{x}\left(\kappa_{d, y} f_{y}(x)\right),
$$

so

$$
1=\kappa_{d, x} \kappa_{d, y} f_{x}^{\prime} f_{y}^{\prime}
$$

However,

$$
\kappa_{d, x} \kappa_{d, y}=\frac{x y}{f_{x}(y) f_{y}(x)}
$$

so we have an implicit relationship between $x$ and $y$ given by

$$
\frac{f_{x}(y)}{y f_{x}^{\prime}(y)}=\frac{x f_{y}^{\prime}(x)}{f_{y}(x)}
$$

that, when written explicitly becomes

$$
\begin{equation*}
L(y):=-\frac{\left(1+y^{n_{x}}\right)\left(1+\Delta_{x} y^{n_{x}}\right)}{n_{x}\left(\Delta_{x}-1\right) y^{n_{x}}}=-\frac{n_{y}\left(\Delta_{y}-1\right) x^{n_{y}}}{\left(1+x^{n_{y}}\right)\left(1+\Delta_{y} x^{n_{y}}\right)}:=R(x) . \tag{15}
\end{equation*}
$$

Now $L(y)$ has a maximum at $y_{\max }=\Delta_{x}^{-1 / 2 n_{x}}$ and

$$
L\left(y_{\max }\right):=L_{\max }=-\frac{\left(1+\sqrt{\Delta_{x}}\right)^{2}}{n_{x}\left(\Delta_{x}-1\right)},
$$

while $R(x)$ has a minimum at $x_{\min }=\Delta_{y}^{-1 / 2 n_{y}}$ given by

$$
R\left(x_{\min }\right):=R_{\min }=-\frac{n_{y}\left(\Delta_{y}-1\right)}{\left(1+\sqrt{\Delta_{y}}\right)^{2}} .
$$

A necessary condition for there to be a solution to Eq. (15), and thus a necessary condition for bistability, is that $L_{\max } \geq R_{\min }$ or

$$
n_{x} n_{y} \geq \frac{\left(1+\sqrt{\Delta_{x}}\right)^{2}\left(1+\sqrt{\Delta_{y}}\right)^{2}}{\left(\Delta_{x}-1\right)\left(\Delta_{y}-1\right)} \geq 1
$$

This is interesting in the sense that if either $n_{x}$ OR $n_{y}$ is one but the other is larger than one then the possibility of bistability behavior still persists, while in the situation of Mackey et al. (2011) this is impossible (the same observation has been made by Cherry and Adler 2000 in a somewhat simpler model). However, note from Fig. 4 that this necessary condition is far from what is sufficient since it would appear from Eq. (13) that a necessary and sufficient condition is more like $n_{x} n_{y} \simeq 4$.

Going back to Eq. (15), we can write

$$
\Delta_{x} y^{2 n_{x}}+\left[n_{x}\left(\Delta_{x}-1\right) R(x)+\left(\Delta_{x}+1\right)\right] y^{n_{x}}+1=0,
$$

which has two positive solutions $y_{ \pm}$given by

$$
\begin{equation*}
y_{ \pm}=\sqrt[n_{x}]{\frac{\Delta_{x}-1}{2 \Delta_{x}}\left\{-n_{x} R(x)-\frac{\Delta_{x}+1}{\Delta_{x}-1} \pm \sqrt{\left[n_{x} R(x)\right]^{2}+2 n_{x} R(x) \frac{\Delta_{x}+1}{\Delta_{x}-1}+1}\right\}} \tag{16}
\end{equation*}
$$

provided that

$$
\left[n_{x} R(x)\right]^{2}+2 n_{x} R(x) \frac{\Delta_{x}+1}{\Delta_{x}-1}+1 \geq 0
$$

and

$$
-n_{x} R(x)-\frac{\Delta_{x}+1}{\Delta_{x}-1}-\sqrt{\left[n_{x} R(x)\right]^{2}+2 n_{x} R(x) \frac{\Delta_{x}+1}{\Delta_{x}-1}+1} \geq 0
$$

Substitution of the result into Eq. (14) gives explicitly

$$
\begin{equation*}
\kappa_{d, x}(x)=\frac{x}{f_{x}(y(x))} \quad \text { and } \quad \kappa_{d, y}(x)=\frac{y(x)}{f_{y}(x)} \tag{17}
\end{equation*}
$$

where $y(x)$ is either $y_{+}$or $y_{-}$as given by (16).
In Fig. 5 we have plotted $\kappa_{d, x}(x)$ versus $\kappa_{d, y}(x)$ with $x$ as the parametric variable. Inside the region bounded by the blue line (below) and green line (above) we are assured of the existence of bistable behaviour while outside this region there will be only a single globally stable steady state. Thus, for example, for a constant value of $\kappa_{d, y}$ such that bistability is possible, then increasing $\kappa_{d, x}$ from 0 there will be a minimal value $\kappa_{d, x-}$ at which bistability is first seen and this will persist as $\kappa_{d, x}$ is increased until a second value $\kappa_{d, x-}<\kappa_{d, x+}$ is reached where the bistable behaviour once again disappears. In Fig. 6 we have shown how the change of the parameter $\Delta_{y}$ influences the shape and position of the region of parameters $\kappa_{d, y}$ and $\kappa_{d, x}$ where a bistable behaviour is possible. It is clear that an increase in $\Delta_{y}$ corresponds to a decrease in the leakage, and our results show a clear expansion in the size of the region of bistability as well as a shift in $\left(\kappa_{d, y}, \kappa_{d, x}\right)$ space. This is the same observation made in Mackey et al. (2011).

### 3.3 Local and global stability

Whether or not a steady state $W^{*}$ is locally stable is completely determined by the eigenvalues that solve the equation

$$
\begin{equation*}
\prod_{i=1}^{2}\left(\lambda+\gamma_{x_{i}}\right)\left(\lambda+\gamma_{y_{i}}\right)-\prod_{i=1}^{2} \gamma_{x_{i}} \gamma_{y_{i}} \kappa_{d, x} \kappa_{d, y} f_{x *}^{\prime} f_{y *}^{\prime}=0 \tag{18}
\end{equation*}
$$



Fig. 5 The parametric plot of $\kappa_{d, x}$ versus $\kappa_{d, y}$ obtained from Eq. (17) where we used the following parameters: $n_{x}=2, n_{y}=3, \Delta_{x}=12, \Delta_{y}=10$. The blue line is for $y(x)=y_{-}$and the green for $y(x)=y_{+}$


Fig. 6 As in Fig. 5 but with varying parameter $\Delta_{y} \in\{5,10,15\}$, from left to right
where $f_{x *}^{\prime}=f_{x}^{\prime}\left(x^{*}\right), f_{y *}^{\prime}=f_{y}^{\prime}\left(y^{*}\right)$. Equation (18) can be rewritten in the form

$$
\begin{equation*}
\sum_{i=1}^{4} a_{i} \lambda^{i}+a_{0}=0 \tag{19}
\end{equation*}
$$

where the $a_{i}, i>0$ are positive and $a_{0}=\left(1-\kappa_{d, x} \kappa_{d, y} f_{x *}^{\prime} f_{y *}^{\prime}\right) \prod_{i=1}^{2} \gamma_{x_{i}} \gamma_{y_{i}}$. By Descartes's rule of signs, (19) has no positive roots for $f_{x *}^{\prime} f_{y *}^{\prime} \in\left[0,\left(\kappa_{d, x} \kappa_{d, y}\right)^{-1}\right)$ or one positive root otherwise. Denote a locally stable steady state by S , a half or
neutrally stable steady state by HS, and unstable steady state by US. Then we know that there will be:

- A single steady state $W_{1}^{*}(\mathrm{~S})$, for $\kappa_{d, x} \in\left[0, \kappa_{d, x-}\right)$
- Two steady states $W_{1}^{*}(\mathrm{~S})$ and $W_{2}^{*}=W_{3}^{*}(\mathrm{HS})$ for $\kappa_{d, x}=\kappa_{d, x-}$
- Three steady states $W_{1}^{*}(\mathrm{~S}), W_{2}^{*}(\mathrm{US}), W_{3}^{*}(\mathrm{~S})$ for $\kappa_{d, x} \in\left(\kappa_{d, x-}, \kappa_{d, x+}\right)$
- Two steady states $W_{1}^{*}=W_{2}^{*}(\mathrm{HS})$ and $W_{3}^{*}(\mathrm{~S})$ for $\kappa_{d, x}=\kappa_{d, x+}$
- One steady state $W_{3}^{*}$ (S) for $\kappa_{d, x+}<\kappa_{d, x}$.

Global stability results of others complement this classification.
Theorem 1 (Othmer 1976; Smith 1995, Proposition 2.1, Chapter 4) For the bistable switch given by Eqs. (5)-(9), define $I_{x}=\left[\kappa_{d, x} \Delta_{x}^{-1}, 1\right]$ and $I_{y}=\left[\kappa_{d, y} \Delta_{y}^{-1}, 1\right]$. There is an attracting box $B \subset \mathbb{R}_{4}^{+}$, where

$$
B=\left\{\left(x_{i}, y_{i}\right): x_{1,2} \in I_{x}, y_{1,2} \in I_{y}\right\},
$$

for which the flow $S_{t}$ is directed inward on the surface of B. All $W^{*} \in B$ and

1. If there is a single steady state, then it is globally stable.
2. If there are two locally stable steady states, then all flows $S_{t}\left(W^{0}\right)$ are attracted to one of them.

## 4 Fast and slow variables

Identification of fast and slow variables in systems can often be used to achieve simplifications that allow quantitative examination of the relevant dynamics, and particularly to examine the approach to a steady state and the nature of that steady state. A fast variable is one that relaxes much more rapidly to an equilibrium than does a slow variable (Haken 1983). In chemical systems this separation is often a consequence of differences in degradation rates, and the fastest variable is the one with the largest degradation rate. In recent years, with the advent of synthetic biology, investigators have engineered a variety of gene regulatory circuits, including bistable switches of the type considered here, see Hasty et al. (2001) and Huang et al. (2012), in which they were able to experimentally control the speed with which particular variables approached a quasi-equilibrium state. Thus this experimental technique offers an experimental way to actually achieve the simplification of causing particular variables to become fast variables. We will use this technique analytically in examining the effects of noise, which has the added advantage of allowing us to derive analytic insights from the simplified model that seem to be impossible in the full model.

If it is the case that there is a single dominant slow variable in the system (5)-(8) relative to all of the other three (and here we assume without loss of generality that it is in the $X$ gene) then the four variable system describing the full switch reduces to a single equation

$$
\begin{equation*}
\frac{d x}{d t}=\gamma\left[\kappa_{d, x} \mathcal{F}(x)-x\right], \tag{20}
\end{equation*}
$$

and $\gamma$ is the dominant (smallest) degradation rate. (Here, and subsequently, to simplify the notation we will drop the subscript $x$ whenever there will not be any confusion when treating the situation with a single dominant slow variable.)

## 5 Transcriptional and translational bursting

It has been quite clearly shown (Cai et al. 2006; Chubb et al. 2006; Golding et al. 2005; Raj et al. 2006; Sigal et al. 2006; Yu et al. 2006) that in a number of experimental situations some organisms transcribe mRNA discontinuously and as a consequence there is a discontinuous production of the corresponding effector proteins (i.e. protein is produced in bursts). Experimentally, the amplitude of protein production through bursting translation of mRNA is exponentially distributed at the single cell level with density

$$
\begin{equation*}
h(y)=\frac{1}{\bar{b}} e^{-y / \bar{b}}, \tag{21}
\end{equation*}
$$

where $\bar{b}$ is the average burst size, and the frequency of bursting $\varphi$ is dependent on the level of the effector. Writing Eq. (21) in terms of our dimensionless variables we have

$$
\begin{equation*}
h(x)=\frac{1}{b} e^{-x / b} . \tag{22}
\end{equation*}
$$

When bursting is present, the analog of the deterministic single slow variable dynamics discussed above is

$$
\begin{equation*}
\frac{d x}{d t}=-\gamma x+\Xi(h, \varphi(x)), \quad \text { with } \quad \varphi(x)=\gamma \varphi_{m} \mathcal{F}(x) \tag{23}
\end{equation*}
$$

where $\Xi(h, \varphi)$ denotes a jump Markov process, occurring at a rate $\varphi$, whose amplitude is distributed with density $h$ as given in (22). Set $\kappa_{b}=\varphi_{m}$, so $\mathcal{F}$ has the same form as (12) but with $\kappa_{d, y}$ replaced by $\kappa_{b, y}$. When we have bursting dynamics described by the stochastic differential equation (23), it has been shown (Mackey and Tyran-Kamińska 2008) that the evolution of the density $u(t, x)$ is governed by the integro-differential equation

$$
\begin{align*}
\frac{\partial u(t, x)}{\partial t}-\gamma \frac{\partial(x u(t, x))}{\partial x}= & -\gamma \kappa_{b, x} \mathcal{F}(x) u(t, x) \\
& +\gamma \kappa_{b, x} \int_{0}^{x} \mathcal{F}(z) u(t, z) h(x-z) d z \tag{24}
\end{align*}
$$

In a steady state the (stationary) solution $u_{*}(x)$ of (24) is found by solving

$$
-\frac{d\left(x u_{*}(x)\right)}{d x}=-\kappa_{b, x} \mathcal{F}(x) u_{*}(x)+\kappa_{b, x} \int_{0}^{x} \mathcal{F}(z) u_{*}(z) h_{x}(x-z) d z
$$

If $u_{*}(x)$ is unique, then the solution $u(t, x)$ of Eq. (24) is said to be asymptotically stable (Lasota and Mackey 1994) in that

$$
\lim _{t \rightarrow \infty} \int_{0}^{\infty}\left|u(t, x)-u_{*}(x)\right| d x=0
$$

for all initial densities $u(0, x)$. Somewhat surprisingly, it is possible to actually obtain a closed form solution for $u_{*}(x)$ as given in the following

Theorem 2 (Mackey and Tyran-Kamińska 2008, Theorem 7) The unique stationary density of Eq. (24), with $\mathcal{F}$ given by Eq. 12 and $h$ given by (22), is

$$
\begin{equation*}
u_{*}(x)=\frac{\mathcal{C}}{x} e^{-x / b} \exp \left[\kappa_{b, x} \int^{x} \frac{\mathcal{F}(z)}{z} d z\right] \tag{25}
\end{equation*}
$$

$\mathcal{C}$ is a normalization constant such that $\int_{0}^{\infty} u_{*}(x) d x=1$, and $u(t, x)$ is asymptotically stable.

Note that $u_{*}$ can be written as

$$
\begin{equation*}
u_{*}(x)=\mathcal{C} \exp \int^{x}\left(\frac{\kappa_{b, x} \mathcal{F}(z)}{z}-\frac{1}{b}-\frac{1}{z}\right) d z . \tag{26}
\end{equation*}
$$

Thus from (26) we can write

$$
\begin{equation*}
u_{*}^{\prime}(x)=u_{*}(x)\left(\frac{\kappa_{b, x} \mathcal{F}(x)}{x}-\frac{1}{b}-\frac{1}{x}\right), \tag{27}
\end{equation*}
$$

so for $x>0$ we have $u_{*}^{\prime}(x)=0$ if and only if

$$
\begin{equation*}
\frac{1}{\kappa_{b, x}}\left(\frac{x}{b}+1\right)=\mathcal{F}(x) \tag{28}
\end{equation*}
$$

An easy graphical argument shows there may be zero to three positive roots of Eq. (28), and if there are three roots we denote them by $\bar{x}_{1}<\bar{x}_{2}<\bar{x}_{3}$. The graphical arguments in conjunction with (27) show that two general cases must be distinguished, exactly as was found in Mackey et al. (2011). (In what follows, $\kappa_{b, x}, \kappa_{b, x-}$, and $\kappa_{b, x+}$ play exactly the same role as do $\kappa_{d, x}, \kappa_{d, x-}$, and $\kappa_{d, x+}$ in the discussion around Fig. 5.)
Case $10<\kappa_{b, x}<\mathcal{F}_{0}^{-1}$. In this case, $u_{*}(0)=\infty$. If $\kappa_{b, x}<\kappa_{b, x-}$, there are no positive solutions, and $u_{*}$ will be a monotone decreasing function of $x$. If $\kappa_{b, x}>\kappa_{b, x-}$, there are two positive solutions ( $\tilde{x}_{2}$ and $\tilde{x}_{3}$ ), and a maximum in $u_{*}$ at $\tilde{x}_{3}$ with a minimum in $u_{*}$ at $\tilde{x}_{2}$.

Case $20<\mathcal{F}_{0}^{-1}<\kappa_{b, x}$. Now, $u_{*}(0)=0$ and either there are one, two, or three positive roots of Eq. (28). When there are three, $\tilde{x}_{1}, \tilde{x}_{3}$ will correspond to the location of maxima in $u_{*}$ and $\tilde{x}_{2}$ will be the location of the minimum between them. The condition for the existence of three roots is $\kappa_{b, x-}<\kappa_{b, x}<\kappa_{b, x+}$.

Thus we can classify the stationary density $u_{*}$ for a bistable switch as:

1. Unimodal type $1 u_{*}(0)=\infty$ and $u_{*}$ is monotone decreasing for $0<\kappa_{b, x}<\kappa_{b, x-}$ and $0<\kappa_{b, x}<\mathcal{F}_{0}^{-1}$
2. Unimodal type $2 u_{*}(0)=0$ and $u_{*}$ has a single maximum at
(a) $\tilde{x}_{1}>0$ for $\mathcal{F}_{0}^{-1}<\kappa_{b, x}<\kappa_{b, x-}$ or
(b) $\tilde{x}_{3}>0$ for $\kappa_{b, x+}<\kappa_{b, x}$ and $\mathcal{F}_{0}^{-1}<\kappa_{b, x}$
3. Bimodal type $1 u_{*}(0)=\infty$ and $u_{*}$ has a single maximum at $\tilde{x}_{3}>0$ for $\kappa_{b, x-}<$ $\kappa_{b, x}<\mathcal{F}_{0}^{-1}$
4. Bimodal type $2 u_{*}(0)=0$ and $u_{*}$ has two maxima at $\tilde{x}_{1}, \tilde{x}_{3}, 0<\tilde{x}_{1}<\tilde{x}_{3}$ for $\kappa_{b, x-}<\kappa_{b, x}<\kappa_{b, x+}$ and $\mathcal{F}_{0}^{-1}<\kappa_{b, x}$

Note in particular from (28) that a decrease in the leakage (equivalent to an increase in $\mathcal{F}_{0}^{-1}$ ) facilitates a transition between unimodal and bimodal stationary distributions and that this is counterbalanced by a increases in the bursting parameters $\kappa_{b}$ and $b$. Precisely the same conclusion was obtained by Huang et al. (2015) and Ochab-Marcinek and Tabaka (2015) on analytic and numerical grounds. The exact determination of these three roots is difficult in general because of the complexity of $\mathcal{F}$, but we can derive implicit criteria for when there are exactly two roots ( $\bar{x}_{1}$ and $\bar{x}_{3}$ ) by determining when the graph of the left hand side of (28) is tangent to $\mathcal{F}$. Using this tangency condition, differentiation of (28) yields

$$
\begin{equation*}
\frac{1}{\kappa_{b, x} b}=\mathcal{F}^{\prime}(x) \tag{29}
\end{equation*}
$$

Although Eqs. (28) and (29) offer conceptually simple conditions for delineating when there are exactly two roots (and thus to find boundaries between monostable and bistable stationary densities $u_{*}$ ), a moments reflection after looking at (12) for $\mathcal{F}$ reveals that it is algebraically quite difficult to obtain quantitative conditions in general. However, (28) and (29) are easily used in determining numerically boundaries between monostable and bistable stationary densities.

### 5.1 Monomeric repression of one of the genes with bursting ( $n_{x}=1$ )

Evaluation of the integral appearing in Eq. (25) can be carried out for all (positive) integer values of ( $n_{x}, n_{y}$ ) in theory, but the calculations become algebraically complicated. However, if we consider the situation when a single molecule of the protein from the $y$ gene is capable of repressing the $x$ gene, so $n_{x}=1$, then the results become more tractable and allow us to examine the role of different parameters in determining the nature of $u_{*}$.

Thus, for $n_{x}=1, \mathcal{F}$ takes the simpler form

$$
\mathcal{F}(x)=\frac{\left(1+\kappa_{b, y}\right)+\left(\Delta_{y}+\kappa_{b, y}\right) x^{n_{y}}}{\Lambda+\Gamma x^{n_{y}}}
$$

where

$$
\Lambda=1+\Delta_{x} \kappa_{b, y}>0, \quad \Gamma=\Delta_{y}+\Delta_{x} \kappa_{b, y}>0 .
$$



Fig. 7 In this figure we illustrate stationary densities given by Eq. (30) where the parameter values in each panel are taken to be $\kappa_{b, y}=1, \Delta_{x}=12, \Delta_{y}=10, \kappa_{b, x} \in[25,37]$ changes by 2 , where the graph with highest maximum corresponds to $\kappa_{b, x}=25$ and the maxima are decreasing when $\kappa_{b, x}$ is increased. The parameter $n_{y}$ is taken in an increasing order to be $2,3,4,6$, so that we start with $n_{y}=2$ in a and have $n_{y}=6$ in $\mathbf{d}$

Evaluating (25) we have the explicit representation

$$
\begin{equation*}
u_{*}(x)=\mathcal{C} e^{-x / b} x^{A-1}\left[\Lambda+\Gamma x^{n_{y}}\right]^{\theta} \tag{30}
\end{equation*}
$$

with

$$
A=\frac{\kappa_{b, x}\left(1+\kappa_{b, y}\right)}{\Lambda}>0, \quad \theta=\frac{\left.\kappa_{b, x} \kappa_{b, y}\left(\Delta_{x}-1\right)\left(\Delta_{y}-1\right)\right)}{n_{y} \Lambda \Gamma}>0 .
$$

In Fig. 7 we have illustrated the form of $u_{*}(x)$ in four different situations. Figure 7 a and b show a smooth variation in a Unimodal Type 2 density as $\kappa_{b, x} \in[25,37]$ is varied by steps of 2 for $n_{y}=2$ and $n_{y}=3$ respectively. The behavior is quite different in Fig. 7c and d however for there, with $n_{y}=4$ and $n_{y}=6$, the form of $u_{*}(x)$ varies from a Unimodal Type 2 to a Bimodal Type 2 and back again as $\kappa_{b, x}$ is varied.

## 5.2 'Bang-bang' repression with bursting

We can partially circumvent the algebraic difficulties of the previous sections by considering a limiting case. Consider the situation in which $n_{y}$ becomes large so $f_{y}(x)$ approaches the simpler form

$$
f_{y}(x) \rightarrow \begin{cases}1, & 0 \leq x<\theta \\ \Delta_{y}^{-1}, & \theta \leq x\end{cases}
$$

where

$$
\theta \simeq \frac{1}{\sqrt[n_{y}]{\Delta_{y}}} \sqrt[n_{y}]{\frac{n_{y}-1}{n_{y}+1}} \rightarrow \frac{1}{\sqrt[n_{y}]{\Delta_{y}}} \rightarrow 1
$$

so we have

$$
\mathcal{F}(x) \rightarrow \begin{cases}\mathcal{F}_{0}=\frac{1+\kappa_{b, y}^{n_{y}}}{1+\Delta_{x} \kappa_{b, y}^{n_{x}},} & 0 \leq x<1  \tag{31}\\ \mathcal{F}_{\infty}=\frac{1+\left(\kappa_{b, y} / \Delta_{y}\right)^{n_{y}}}{1+\Delta_{x}\left(\kappa_{b, y} / \Delta_{y}\right)^{n_{x}}}, & 1 \leq x\end{cases}
$$

The evaluation of (25) is simple and yields a stationary density which is (piecewise) that of the gamma distribution:

$$
u_{*}(x)=\mathcal{C} e^{-x / b} x^{A(x)-1}
$$

where

$$
A(x)= \begin{cases}A_{0} \equiv \kappa_{b, x} \mathcal{F}_{0}, & 0 \leq x<1 \\ A_{\infty} \equiv \kappa_{b, x} \mathcal{F}_{\infty}, & 1 \leq x\end{cases}
$$

Note that $u_{*}(x)$ is continuous but not differentiable at $x=1$, and $\mathcal{C}$ is given explicitly by

$$
\mathcal{C}=\frac{1}{b^{A_{0}}\left[\Gamma\left(A_{0}\right)-\Gamma\left(A_{0}, 1 / b\right)\right]+b^{A_{\infty}} \Gamma\left(A_{\infty}\right)},
$$

where $\Gamma(\alpha)$ is the gamma function and $\Gamma(\alpha, \beta)$ is the incomplete gamma function.
In this limiting case the stationary density may display one of three general forms as we have classified the densities earlier. Namely:

1. If $\kappa_{b, x}<\mathcal{F}_{0}^{-1}$ and $\kappa_{b, x}<\mathcal{F}_{\infty}^{-1}$ then $u_{*}(x)$ will be of Unimodal type 1;
2. If $\kappa_{b, x}<\mathcal{F}_{0}^{-1}$ and $\kappa_{b, x}>\mathcal{F}_{\infty}^{-1}$ then $u_{*}(x)$ will be Bimodal type 1 ;
3. If $\kappa_{b, x}>\mathcal{F}_{0}^{-1}$ (which implies $\kappa_{b, x}>\mathcal{F}_{\infty}^{-1}$ ) then $u_{*}(x)$ will be Bimodal type 2.

## 6 Gaussian distributed noise in the molecular degradation rate

For a generic one dimensional stochastic differential equation of the form

$$
d x(t)=\alpha(x) d t+\sigma(x) d w(t)
$$

where $w$ is a standard Brownian motion, the corresponding Fokker Planck equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{\partial(\alpha u)}{\partial x}+\frac{1}{2} \frac{\partial^{2}\left(\sigma^{2} u\right)}{\partial x^{2}} \tag{32}
\end{equation*}
$$

can be written in the form of a conservation equation

$$
\frac{\partial u}{\partial t}+\frac{\partial J}{\partial x}=0
$$

where

$$
J=\alpha u-\frac{1}{2} \frac{\partial\left(\sigma^{2} u\right)}{\partial x}
$$

is the probability current. In a steady state when $\partial_{t} u \equiv 0$, the current must satisfy $J=$ constant throughout the domain of the problem. In the particular case when $J=0$ at one of the boundaries (a reflecting boundary) then $J=0$ for all $x$ in the domain and the steady state solution $u_{*}$ of Eq. (32) is easily obtained with a single quadrature as

$$
u_{*}(x)=\frac{\mathcal{C}}{\sigma^{2}(x)} \exp \left\{2 \int^{x} \frac{\alpha(y)}{\sigma^{2}(y)} d y\right\}
$$

where $\mathcal{C}$ is a normalizing constant as before.
In our considerations of the effects of continuous fluctuations, we examine the situation in which Gaussian fluctuations appear in the degradation rate $\gamma_{x}$ of the generic Eq. (20). Gillespie (2000) has shown that in this situation we need to consider what he calls the chemical Langevin equation, so (20) takes the form

$$
d x=\gamma\left[\kappa_{d, x} \mathcal{F}(x)-x\right] d t+\sqrt{\gamma x} d w .
$$

(In the situation we consider here, $\alpha(x)=\gamma\left[\kappa_{d, x} \mathcal{F}(x)-x\right]$ and $\sigma(x)=\sigma_{\gamma} \sqrt{x}$.) Within the Ito interpretation of stochastic integration, this equation has a corresponding Fokker Planck equation for the evolution of the ensemble density $u(t, x)$ given by

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{\partial\left[\gamma\left(\kappa_{d, x} \mathcal{F}(x)-x\right) u\right]}{\partial x}+\frac{\gamma}{2} \frac{\partial^{2}(x u)}{\partial x^{2}} . \tag{33}
\end{equation*}
$$

Since concentrations of molecules cannot become negative the boundary at $x=0$ is reflecting and the stationary solution of Eq. (33) is given by

$$
\begin{equation*}
u_{*}(x)=\frac{\mathcal{C}}{x} e^{-2 x} \exp \left[2 \kappa_{d, x} \int^{x} \frac{\mathcal{F}(z)}{z} d z\right] . \tag{34}
\end{equation*}
$$

We have also the following result.
Theorem 3 (Pichór and Rudnicki 2000, Theorem 2) The unique stationary density of Eq. (33) is given by Eq. (34). Further $u(t, x)$ is asymptotically stable.
Remark 1 Note that the stationary solution for the density $u_{*}(x)$ given by Eq. (34) in the presence of noise in the protein degradation rate is identical to the solution in Eq. (25), when transcriptional and/or translational noise in present in the system, as long as we make the identification of $\kappa_{b, x}$ with $2 \kappa_{d, x}$ and $b$ with $1 / 2$. As a consequence, all of the results of the analysis in Sect. 5 are applicable in this section. The implication is, of course, that one cannot distinguish between the location of the noise simply based on the nature of the stationary density.

## 7 Two dominant slow genes with bursting

In this last section we turn our attention to the situation in which we have two slow variables, one in each gene. If there are two slow variables with one in each of the $X$ and $Y$ genes, then we obtain a two dimensional system that is significantly different and more difficult to deal with from what we have encountered so far, and we wish to examine the existence of the stationary density $u_{*}(x, y)$ in the presence of bursting production.

For two dominant slow variables in different genes with bursting, the stochastic analogs of the deterministic equations are

$$
\begin{aligned}
& \frac{d x}{d t}=-\gamma_{x} x+\Xi\left(h_{1}, \varphi_{1}(y)\right) \quad \text { with } \quad \varphi_{1}(y)=\gamma_{x} \kappa_{b, x} f_{x}(y), \\
& \frac{d y}{d t}=-\gamma_{y} y+\Xi\left(h_{2}, \varphi_{2}(x)\right) \quad \text { with } \quad \varphi_{2}(x)=\gamma_{y} \kappa_{b, y} f_{y}(x) .
\end{aligned}
$$

To be more specific, let $x(t)$ and $y(t)$ denote the amount of protein in a cell at time $t, t \geq 0$, produced by gene $X$ and $Y$, respectively. If only degradation were present, then $(x(t), y(t))$ would satisfy the equation

$$
\begin{equation*}
x^{\prime}(t)=-\gamma_{x} x(t), \quad y^{\prime}(t)=-\gamma_{y} y(t), \quad t \geq 0 . \tag{35}
\end{equation*}
$$

The solution of (35) starting at time $t_{0}=0$ from $\left(x_{0}, y_{0}\right) \in \mathbb{R}_{+}^{2}$ is of the form

$$
\pi_{t}\left(x_{0}, y_{0}\right)=\left(e^{-\gamma_{x} t} x_{0}, e^{-\gamma_{y} t} y_{0}\right), \quad t \geq 0 .
$$

But, we interrupt the degradation at random times

$$
0=t_{0}<t_{1}<t_{2}<\cdots
$$

when, independently of everything else, a random amount of protein $x$ or $y$ is produced according to an exponential distribution with mean $b_{x}$ or $b_{y}$, respectively, with densities

$$
h_{1}(x)=\frac{1}{b_{x}} e^{-x / b_{x}}, \quad h_{2}(y)=\frac{1}{b_{y}} e^{-y / b_{y}} .
$$

The rate of production of protein $x$ (protein $y$ ) depends on the level of protein $y$ (protein $x)$ and is $\varphi_{1}(y)\left(\varphi_{2}(x)\right)$. Consequently, at each $t_{k}$ if $x\left(t_{k}\right)=x$ and $y\left(t_{k}\right)=y$ then one of the genes $X$ or $Y$ can be chosen at random with probabilities $p_{1}$ or $p_{2}$, respectively, given by

$$
p_{1}(x, y)=\frac{\varphi_{1}(y)}{\varphi(x, y)}, \quad p_{2}(x, y)=\frac{\varphi_{2}(x)}{\varphi(x, y)},
$$

and we have

$$
\operatorname{Pr}\left(t_{k+1}-t_{k}>t \mid x\left(t_{k}\right)=x, y\left(t_{k}\right)=y\right)=e^{-\int_{0}^{t} \varphi\left(\pi_{s}(x, y)\right) d s}, \quad t>0
$$

where the function $\varphi$ is of the form

$$
\varphi(x, y)=\varphi_{1}(y)+\varphi_{2}(x)=\gamma_{x} \kappa_{b, x} f_{x}(y)+\gamma_{y} \kappa_{b, y} f_{y}(x)
$$

The process $Z(t)=(x(t), y(t))$ is a Markov process with values in $E=[0, \infty)^{2}=$ $\mathbb{R}_{+}^{2}$ given by

$$
Z(t)= \begin{cases}\pi_{t-t_{k-1}}\left(Z\left(t_{k-1}\right)\right), & t_{k-1} \leq t<t_{k}, \\ Z\left(t_{k}-\right)+\xi_{k}, & t=t_{k}, k=1,2, \ldots\end{cases}
$$

where

$$
Z\left(t_{k}-\right)=\pi_{t_{k}-t_{k-1}}\left(Z\left(t_{k-1}\right)\right)
$$

and $\left(\xi_{k}\right)_{k \geq 1}$ is a sequence of random variables such that

$$
\operatorname{Pr}\left(Z\left(t_{k}-\right)+\xi_{k} \in B \mid Z\left(t_{k}-\right)=z\right)=\mathcal{P}(z, B)
$$

with

$$
\begin{aligned}
\mathcal{P}(z, B)= & p_{1}(z) \int_{0}^{\infty} 1_{B}\left(z+\theta e_{1}\right) h_{1}(\theta) d \theta \\
& +p_{2}(z) \int_{0}^{\infty} 1_{B}\left(z+\theta e_{2}\right) h_{2}(\theta) d \theta
\end{aligned}
$$

Here $e_{1}$ and $e_{2}$ are the unit vectors from $\mathbb{R}^{2}$

$$
e_{1}=\binom{1}{0}, \quad e_{2}=\binom{0}{1} .
$$

Let $\mathbb{P}_{z}$ be the distribution of the process $Z=\{Z(t)\}_{t \geq 0}$ starting at $Z(0)=z$ and $\mathbb{E}_{z}$ the corresponding expectation operator. For any $z$ and any Borel subset of $\mathbb{R}_{+}^{2}$ we have

$$
\mathbb{P}_{z}(Z(t) \in B)=\sum_{n=0}^{\infty} \mathbb{P}_{z}\left(Z(t) \in B, t_{n} \leq t<t_{n+1}\right)
$$

If the distribution of $Z(0)$ has a probability density $u_{0}$ with respect to the Lebesgue measure $m$ on $\mathbb{R}_{+}^{2}$ then $Z(t)$ has the distribution with density $P(t) u_{0}$, i.e.,

$$
\begin{equation*}
\int_{E} \mathbb{P}_{z}(Z(t) \in B) u_{0}(z) m(d z)=\int_{B} P(t) u_{0}(z) m(d z), \quad B \in \mathcal{B}\left(\mathbb{R}_{+}^{2}\right) \tag{36}
\end{equation*}
$$

The evolution equation for the density $u(t, x, y)=P(t) u_{0}(x, y)$ is

$$
\begin{align*}
\frac{\partial u}{\partial t}-\gamma_{x} \frac{\partial(x u)}{\partial x}-\gamma_{y} \frac{\partial(y u)}{\partial y}= & -\varphi(x, y) u(t, x, y) \\
& +\varphi_{1}(y) \int_{0}^{x} h_{1}\left(x-z_{x}\right) u\left(t, z_{x}, y\right) d z_{x} \\
& +\varphi_{2}(x) \int_{0}^{y} h_{2}\left(y-z_{y}\right) u\left(t, x, z_{y}\right) d z_{y} \tag{37}
\end{align*}
$$

with initial condition $u(0, x, y)=u_{0}(x, y), x, y \in[0, \infty)$.
Theorem 4 There is a unique density $u_{*}(x, y)$ which is a stationary solution of (37) and $u(t, x, y)$ is asymptotically stable.

Proof We use the notation of Rudnicki et al. (2002) and apply (Rudnicki et al. 2002, Theorem 5) together with (Pichór and Rudnicki 2000, Theorem 1). Let $E=\mathbb{R}_{+}^{2}$ and $m$ be the Lebesgue measure on $E$. The evolution equation (37) induces a strongly continuous semigroup $\{P(t)\}_{t \geq 0}$ of Markov operators on the space of Lebesgue integrable functions $L^{1}=L^{1}(E, \mathcal{B}(E), m)$ (see e.g. Tyran-Kamińska 2009). Recall that a function $f: E \rightarrow \mathbb{R}_{+}$is called lower semicontinuous, if

$$
\liminf _{w \rightarrow z} f(w) \geq f(z)
$$

for every $z \in E$. We show that there exists a nonnegative Borel function $q$ defined on $(0, \infty) \times E \times E$ with the following properties

1. for each $t>0$ and each Borel set $B$

$$
\mathbb{P}_{z}(Z(t) \in B) \geq \int_{B} q(t, w, z) m(d w) \quad \text { for all } z \in E,
$$

2. for each $t>0$ the function $(w, z) \mapsto q(t, w, z)$ is lower semicontinuous,
3. for each $z$ there exists $t>0$ such that

$$
\int_{E} q(t, w, z) m(d w)>0
$$

4. for $m$-a.e. $z \in E$ and every Borel set $B$ with $m(B)>0$

$$
\int_{0}^{\infty} \int_{B} q(t, w, z) m(d w) d t>0
$$

Then it follows from (Rudnicki et al. 2002, Theorem 5) and (Pichór and Rudnicki 2000, Theorem 1) that either $u(t, x, y)$ is asymptotically stable or the process $Z$ is sweeping from compact subsets of $E$, i.e.,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{E} \mathbb{P}_{z}(Z(t) \in F) u_{0}(z) m(d z)=0 \tag{38}
\end{equation*}
$$

for all compact sets $F \subset E$ and all densities $u_{0}$. We have

$$
\mathbb{P}_{z}(Z(t) \in B)=\sum_{n=0}^{\infty} \mathbb{P}_{z}\left(\pi_{t-t_{n}} Z\left(t_{n}\right) \in B, t_{n} \leq t<t_{n+1}\right)
$$

The discrete time process $\left(Z\left(t_{n}\right), t_{n}\right)_{n \geq 0}$ is Markov with transition probability $P((z, s), B \times I)=Q_{z}\left(B \times\left((I-s) \cap \mathbb{R}_{+}\right)\right)$for Borel subsets $B$ of $\mathbb{R}_{+}^{2}$ and Borel subsets $I$ of $\mathbb{R}_{+}$, where $Q$ is given by

$$
\begin{aligned}
Q_{z}(B \times I) & =\mathbb{P}_{z}\left(Z\left(t_{1}\right) \in B, t_{1} \in I\right) \\
& =\sum_{i=1}^{2} \int_{I} \int_{0}^{\infty} 1_{B}\left(\pi_{s_{1}} z+\theta e_{i}\right) \varphi\left(\pi_{s_{1}} z\right) e^{-\phi_{z}\left(s_{1}\right)} p_{i}\left(\pi_{s_{1}} z\right) h_{i}(\theta) d \theta d s_{1} .
\end{aligned}
$$

We have

$$
\mathbb{P}_{z}\left(\pi_{t-t_{1}}\left(Z\left(t_{1}\right)\right) \in B, t_{1} \leq t<t_{2}\right)=\int_{E \times[0, t]} 1_{B}\left(\pi_{t-s_{1}} z_{1}\right) e^{-\phi_{z_{1}}\left(t-s_{1}\right)} Q_{z}\left(d z_{1}, d s_{1}\right)
$$

and for $k=2$ we obtain

$$
\begin{aligned}
& \mathbb{P}_{z}\left(\pi_{t-t_{2}}\left(Z\left(t_{2}\right)\right) \in B, t_{2} \leq t<t_{3}\right) \\
& \quad=\int_{E \times[0, t]} \int_{E \times\left[0, t-s_{1}\right]} 1_{B}\left(\pi_{t-\left(s_{2}+s_{1}\right)} z_{2}\right) e^{-\phi_{z_{2}}\left(t-\left(s_{2}+s_{1}\right)\right)} Q_{z_{1}}\left(d z_{2}, d s_{2}\right) Q_{z}\left(d z_{1}, d s_{1}\right) .
\end{aligned}
$$

Since $\varphi$ is bounded from above by a constant $\bar{\varphi}$ and $\varphi p_{i}=\varphi_{i}$ is bounded from below by a constant $c_{i}>0$, we obtain that

$$
Q_{z}(B \times I) \geq \int_{I} \int_{0}^{\infty} \sum_{i=1}^{2} 1_{B}\left(\pi_{s_{1}} z+\theta e_{i}\right) e^{-\bar{\varphi} s_{1}} c_{i} h_{i}(\theta) d \theta d s_{1}
$$

for all $z$. Now, if $z_{1}=\pi_{s_{1}} z+\theta_{1} e_{1}$ and $z_{2}=\pi_{s_{2}} z_{1}+\theta_{2} e_{2}$, then

$$
\pi_{t-\left(s_{2}+s_{1}\right)} z_{2}=\pi_{t} z+\pi_{t-s_{1}}\left(\theta_{1} e_{1}\right)+\pi_{t-\left(s_{2}+s_{1}\right)}\left(\theta_{2} e_{2}\right)
$$

$$
=\pi_{t} z+T_{\left(s_{1}, s_{2}\right)}\left(\theta_{1}, \theta_{2}\right)
$$

where

$$
T_{\left(s_{1}, s_{2}\right)}\left(\theta_{1}, \theta_{2}\right)=\left(\theta_{1} e^{-\gamma_{1}\left(t-s_{1}\right)}, \theta_{2} e^{-\gamma_{2}\left(t-\left(s_{2}+s_{1}\right)\right)}\right)
$$

Consequently, we obtain

$$
\begin{aligned}
\mathbb{P}_{z}(Z(t) \in B) \geq & \int_{0}^{t} \int_{0}^{t-s_{1}} \int_{0}^{\infty} \int_{0}^{\infty} 1_{B}\left(\pi_{t} z+T_{\left(s_{1}, s_{2}\right)}\left(\theta_{1}, \theta_{2}\right)\right) \\
& \times e^{-\bar{\varphi} t} c_{1} c_{2} h_{1}\left(\theta_{1}\right) h_{2}\left(\theta_{2}\right) d \theta_{2} d \theta_{1} d s_{2} d s_{1}
\end{aligned}
$$

The transformation $\left(\theta_{1}, \theta_{2}\right) \mapsto T_{\left(s_{1}, s_{2}\right)}\left(\theta_{1}, \theta_{2}\right)$ is invertible on $(0, \infty)^{2}$, thus we can make a change of variables under the integral to conclude that

$$
\mathbb{P}_{z}(Z(t) \in B) \geq \int_{(0, \infty)^{2}} 1_{B}\left(\pi_{t} z+w\right) e^{-\left(\bar{\varphi}+\gamma_{1}+\gamma_{2}\right) t} \widetilde{q}(t, w) d w
$$

where

$$
\begin{aligned}
& \widetilde{q}\left(t,\left(w_{1}, w_{2}\right)\right) \\
& \quad=\int_{0}^{t} \int_{0}^{t-s_{1}} e^{\gamma_{1} s_{1}+\gamma_{2}\left(s_{1}+s_{2}\right)} c_{1} c_{2} h_{1}\left(e^{\gamma_{1}\left(t-s_{1}\right)} w_{1}\right) h_{2}\left(e^{\gamma_{2}\left(t-s_{1}-s_{2}\right)} w_{2}\right) d s_{2} d s_{1}
\end{aligned}
$$

Consequently, we obtain

$$
\mathbb{P}_{z}(Z(t) \in B) \geq \int_{B} q(t, w, z) d w
$$

where

$$
q(t, w, z)=e^{-\left(\bar{\varphi}+\gamma_{1}+\gamma_{2}\right) t} \widetilde{q}\left(t, w-\pi_{t} z\right) 1_{(0, \infty)^{2}}\left(w-\pi_{t} z\right), \quad w, z \in E .
$$

For each $t>0$ the function $(w, z) \mapsto q(t, w, z)$ is lower semicontinuous and

$$
\int_{E} q(t, w, z) d w>0
$$

for every $z$. Finally, to check the last condition note that $\pi_{t} z$ converges to zero as $t \rightarrow \infty$ for every $z$. Thus, for every $z \in E$ and $w \in(0, \infty)^{2}$ we can find $t_{0}>0$ such that $w-\pi_{t} z \in(0, \infty)^{2}$ for every $t \geq t_{0}$, which implies that

$$
\int_{0}^{\infty} q(t, w, z) d t>0
$$

for all $z \in E$ and $w \in(0, \infty)^{2}$.

Next, we show that the process is not sweeping from compact subsets. Suppose, contrary to our claim, that the process is sweeping. It follows from (38) that for every compact set $F$ and every density $u_{0}$ we have

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \int_{E} \mathbb{P}_{z}(Z(s) \in F) u_{0}(z) m(d z)=0
$$

Chebyshev inequality implies that

$$
\mathbb{P}_{z}\left(Z(t) \in F_{a}\right) \geq 1-\frac{1}{a} \mathbb{E}_{z} V(Z(t))
$$

for all $t>0, z \in E$, and $a>0$, where $V$ is a nonnegative measurable function and $F_{a}=\{z \in E: V(z) \leq a\}$. To get a contradiction it is enough to show that

$$
\limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \int_{E} \mathbb{E}_{z} V(Z(s)) u_{0}(z) m(d z) d s<\infty
$$

for a density $u_{0}$ and a continuous function $V$ such that each $F_{a}$ is a compact subset of $E$. Recall that an operator $\mathcal{L}$ is the extended generator of the Markov process $Z$, if its domain $\mathcal{D}(\mathcal{L})$ consists of those measurable $V: E \rightarrow \mathbb{R}$ for which there exists a measurable $U: E \rightarrow \mathbb{R}$ such that for each $z \in E, t>0$,

$$
\mathbb{E}_{z}(V(Z(t)))=V(z)+\mathbb{E}_{z}\left(\int_{0}^{t} U(Z(s)) d s\right)
$$

and

$$
\int_{0}^{t} \mathbb{E}_{z}(|U(Z(s))|) d s<\infty
$$

in which case we define $\mathcal{L} V=U$.From(Davis 1993, Theorem 26.14 and Remark 26.16) it follows that

$$
\mathcal{L} V(z)=\mathcal{L}_{0} V(z)+\varphi(z) \int_{E}(V(w)-V(z)) \mathcal{P}(z, d w)
$$

where for $z=(x, y)$ we have

$$
\mathcal{L}_{0} V(x, y)=-\gamma_{1} x \frac{\partial V}{\partial x}(x, y)-\gamma_{2} y \frac{\partial V}{\partial y}(x, y)
$$

and that $V$ belongs to the domain of $\mathcal{L}$ if the function $t \mapsto V\left(\pi_{t}(x, y)\right)$ is absolutely continuous and for each $t$

$$
\mathbb{E}\left(\sum_{n: t_{n} \leq t}\left|V\left(Z\left(t_{n}\right)\right)-V\left(Z\left(t_{n}-\right)\right)\right|\right)<\infty .
$$

Observe that for $V(x, y)=x+y$ this condition holds and we obtain

$$
\mathcal{L} V(x, y)=-\left(\gamma_{x}+\gamma_{y}\right) V(x, y)+\varphi(x, y)\left(b_{x} p_{1}(x, y)+b_{y} p_{2}(x, y)\right)
$$

Consequently, there are positive constants $c_{1}$ and $c_{2}$ such that for all $z=(x, y)$ we have

$$
\mathcal{L} V(z) \leq-c_{1} V(z)+c_{2},
$$

which implies that

$$
\mathbb{E}_{z}(V(Z(t))) \leq V(z)-c_{1} \int_{0}^{t} \mathbb{E}_{z} V(Z(s)) d s+c_{2} t
$$

Hence, for each $t>0$ and $z \in E$ we have

$$
\frac{1}{t} \int_{0}^{t} \mathbb{E}_{z} V(Z(s)) d s \leq \frac{c_{2}}{c_{1}}+\frac{1}{c_{1} t} V(z)
$$

Taking a density $u_{0}$ with $\int_{E} V(z) u_{0}(z) m(d z)<\infty$ completes the proof.
Remark 2 Observe that

$$
\frac{\partial}{\partial x} \int_{0}^{x} h_{1}\left(x-z_{x}\right) u_{*}\left(z_{x}, y\right) d z_{x}=\frac{1}{b_{x}}\left(u_{*}(x, y)-\int_{0}^{x} h_{1}\left(x-z_{x}\right) u_{*}\left(z_{x}, y\right) d z_{x}\right) .
$$

Thus the equation for the stationary density $u_{*}(x, y)$ can be rewritten as

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left(\gamma_{x} x u_{*}(x, y)-\varphi_{1}(y) e^{-x / b_{x}} \int_{0}^{x} e^{z_{x} / b_{x}} u_{*}\left(z_{x}, y\right) d z_{x}\right) \\
& \quad+\frac{\partial}{\partial y}\left(\gamma_{y} y u_{*}(x, y)-\varphi_{2}(x) e^{-y / b_{y}} \int_{0}^{y} e^{z_{y} / b_{y}} u_{*}\left(x, z_{y}\right) d z_{y}\right)=0 .
\end{aligned}
$$

However, we have been unable to find an analytic solution to this equation.

## 8 Discussion and conclusions

Here we have considered the behavior of a bistable molecular switch in both its deterministic version as well as what happens in the presence of two different kinds of noise. The results that we have obtained in the presence of noise are, unfortunately, only partial due to the analytic difficulties in solving for the stationary density but we have been able to offer analytic expressions for $u_{*}(x)$ either in the presence of transcriptional and/or translational bursting (Sect. 5) or in the presence of Gaussian noise on the degradation rate (Sect. 6) when there is a single dominant slow variable. We have shown that in both cases one cannot distinguish between the source of the noise based on the nature of the stationary density. In the situation where there are two dominant slow variables (Sect. 7) we have established the asymptotic stability of $u(t, x, y)$, and thus the uniqueness of the stationary density $u_{*}(x, y)$.

Acknowledgments This work was supported by the Natural Sciences and Engineering Research Council (NSERC, Canada) and the Polish NCN grant no 2014/13/B/ST1/00224. We are grateful to Marc Roussel (Lethbridge), Romain Yvinec (Tours) and Changjing Zhuge (Tsinghua University, Beijing) for helpful comments on this problem. We are especially indebted to the referees and the Associate Editor for their comments that have materially improved this paper.

## References

Angeli D, Ferrell JE, Sontag ED (2004) Detection of multistability, bifurcations, and hysteresis in a large class of biological positive-feedback systems. Proc Natl Acad Sci USA 101(7):1822-1827
Artyomov MN, Das J, Kardar M, Chakraborty AK (2007) Purely stochastic binary decisions in cell signaling models without underlying deterministic bistabilities. Proc Natl Acad Sci USA 104(48):18958-18963
Bishop LM, Qian H (2010) Stochastic bistability and bifurcation in a mesoscopic signaling system with autocatalytic kinase. Biophys J 98(1):1-11
Bokes P, King JR, Wood AT, Loose M (2013) Transcriptional bursting diversifies the behaviour of a toggle switch: hybrid simulation of stochastic gene expression. Bull Math Biol 75(2):351-371
Cai L, Friedman N, Xie X (2006) Stochastic protein expression in individual cells at the single molecule level. Nature 440:358-362
Caravagna G, Mauri G, d'Onofrio A (2013) The interplay of intrinsic and extrinsic bounded noises in biomolecular networks. PLoS One 8(2):e51,174
Cherry J, Adler F (2000) How to make a biological switch. J Theoret Biol 203:117-133
Chubb J, Trcek T, Shenoy S, Singer R (2006) Transcriptional pulsing of a developmental gene. Curr Biol 16:1018-1025
Davis M (1993) Monographs on statistics and applied probability, vol 49, Markov models and optimization. Chapman \& Hall, London
Eldar A, Elowitz MB (2010) Functional roles for noise in genetic circuits. Nature 467(7312):167-173
Ferrell JE (2002) Self-perpetuating states in signal transduction: positive feedback, double-negative feedback and bistability. Curr Opin Cell Biol 14(2):140-148
Gardner T, Cantor C, Collins J (2000) Construction of a genetic toggle switch in Escherichia coli. Nature 403:339-342
Gillespie D (2000) The chemical Langvin equation. J Chem Phys 113:297-306
Golding I, Paulsson J, Zawilski S, Cox E (2005) Real-time kinetics of gene activity in individual bacteria. Cell 123:1025-1036
Goodwin BC (1965) Oscillatory behavior in enzymatic control processes. Adv Enzym Regulat 3:425-428 (IN1-IN2, 429-430, IN3-IN6, 431-437). doi:10.1016/0065-2571(65)90067-1
Griffith J (1968a) Mathematics of cellular control processes. I. Negative feedback to one gene. J Theor Biol 20:202-208
Griffith J (1968b) Mathematics of cellular control processes. II. Positive feedback to one gene. J Theor Biol 20:209-216
Grigorov L, Polyakova M, Chernavskil D (1967) Model investigation of trigger schemes and the differentiation process (in Russian). Mol Biol 1(3):410-418
Haken H (1983) Springer series in synergetics, vol 1, 3rd edn., Synergetics: an introduction. Springer, Berlin
Hasty J, Isaacs F, Dolnik M, McMillen D, Collins JJ (2001) Designer gene networks: towards fundamental cellular control. Chaos 11(1):207-220
Huang D, Holtz WJ, Maharbiz MM (2012) A genetic bistable switch utilizing nonlinear protein degradation. J Biol Eng 6(1):9
Huang L, Yuan Z, Liu P, Zhou T (2015) Effects of promoter leakage on dynamics of gene expression. BMC Syst Biol 9:16
Jacob F, Monod J (1961) Genetic regulatory mechanisms in the synthesis of proteins. J Mol Biol 3:318-356
Kepler T, Elston T (2001) Stochasticity in transcriptional regulation: origins, consequences, and mathematical representations. Biophy J 81:3116-3136
Lasota A, Mackey MC (1994) Chaos, fractals, and noise. Applied Mathematical Sciences, vol 97. Springer, New York
Mackey MC, Tyran-Kamińska M (2008) Dynamics and density evolution in piecewise deterministic growth processes. Ann Polon Math 94:111-129

Mackey MC, Tyran-Kamińska M, Yvinec R (2011) Molecular distributions in gene regulatory dynamics. J Theor Biol 274:84-96
Monod J, Jacob F (1961) Teleonomic mechanisms in cellular metabolism, growth, and differentiation. Cold Spring Harb Symp Quant Biol 26:389-401
Morelli MJ, Allen RJ, Tanase-Nicola S, ten Wolde PR (2008a) Eliminating fast reactions in stochastic simulations of biochemical networks: a bistable genetic switch. J Chem Phys 128(4):045105
Morelli MJ, Tanase-Nicola S, Allen RJ, ten Wolde PR (2008b) Reaction coordinates for the flipping of genetic switches. Biophys J 94(9):3413-3423
Ochab-Marcinek A, Tabaka M (2015) Transcriptional leakage versus noise: a simple mechanism of conversion between binary and graded response in autoregulated genes. Phys Rev E Stat Nonlinear Soft Matter Phys 91(1):012704
Othmer H (1976) The qualitative dynamics of a class of biochemical control circuits. J Math Biol 3:53-78
Pichór K, Rudnicki R (2000) Continuous Markov semigroups and stability of transport equations. J Math Anal Appl 249:668-685
Polynikis A, Hogan S, di Bernardo M (2009) Comparing differeent ODE modelling approaches for gene regulatory networks. J Theor Biol 261:511-530
Ptashne M (1986) A genetic switch: gene control and phage lambda. Cell Press, Cambridge
Qian H, Shi PZ, Xing J (2009) Stochastic bifurcation, slow fluctuations, and bistability as an origin of biochemical complexity. Phys Chem Chem Phys 11(24):4861-4870
Raj A, Peskin C, Tranchina D, Vargas D, Tyagi S (2006) Stochastic mRNA synthesis in mammalian cells. PLoS Biol 4:1707-1719
Rudnicki R, Pichór K, Tyran-Kamińska M (2002) Markov semigroups and their applications. In: Dynamics of dissipation. Lectures notes in physics, vol 597. Springer, Berlin, pp 215-238
Samoilov M, Plyasunov S, Arkin AP (2005) Stochastic amplification and signaling in enzymatic futile cycles through noise-induced bistability with oscillations. Proc Natl Acad Sci USA 102(7):2310-2315
Selgrade J (1979) Mathematical analysis of a cellular control process with positive feedback. SIAM J Appl Math 36:219-229
Sigal A, Milo R, Cohen A, Geva-Zatorsky N, Klein Y, Liron Y, Rosenfeld N, Danon T, Perzov N, Alon U (2006) Variability and memory of protein levels in human cells. Nature 444:643-646

Smith H (1995) Mathematical surveys and monographs, vol 41, Monotone dynamical systems. American Mathematical Society, Providence
Strasser M, Theis FJ, Marr C (2012) Stability and multiattractor dynamics of a toggle switch based on a two-stage model of stochastic gene expression. Biophys J 102(1):19-29
Tyran-Kamińska M (2009) Substochastic semigroups and densities of piecewise deterministic Markov processes. J Math Anal Appl 357:385-402
Tyson JJ, Chen KC, Novak B (2003) Sniffers, buzzers, toggles and blinkers: dynamics of regulatory and signaling pathways in the cell. Curr Opin Cell Biol 15(2):221-231
Vellela M, Qian H (2009) Stochastic dynamics and non-equilibrium thermodynamics of a bistable chemical system: the Schlgl model revisited. J R Soc Interface 6(39):925-940
Waldherr S, Wu J, Allgower F (2010) Bridging time scales in cellular decision making with a stochastic bistable switch. BMC Syst Biol 4:108
Wang J, Zhang J, Yuan Z, Zhou T (2007) Noise-induced switches in network systems of the genetic toggle switch. BMC Syst Biol 1:50
Yu J, Xiao J, Ren X, Lao K, Xie X (2006) Probing gene expression in live cells, one protein molecule at a time. Science 311:1600-1603


[^0]:    Michael C. Mackey
    michael.mackey@mcgill.ca
    Marta Tyran-Kamińska
    mtyran@us.edu.pl
    1 Departments of Physiology, Physics and Mathematics, Centre for Applied Mathematics in Bioscience and Medicine (CAMBAM), McGill University, 3655 Promenade Sir William Osler, Montreal, QC H3G 1Y6, Canada
    2 Institute of Mathematics, University of Silesia, Bankowa 14, 40-007 Katowice, Poland

