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Abstract Here we analytically examine the response of a limit cycle solution to
a simple differential delay equation to a single pulse perturbation of the piecewise
linear nonlinearity. We construct the unperturbed limit cycle analytically, and are able
to completely characterize the perturbed response to a pulse of positive amplitude and
duration with onset at different points in the limit cycle. We determine the perturbed
minima and maxima and period of the limit cycle and show how the pulse modifies
these from the unperturbed case.
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1 Introduction

Mammalian hematopoietic systems have complex and complicated regulatory
processes that control the production of red blood cells, white blood cells and platelets.
However, boiled down to their essence, each is a negative feedback system with a time
delay that is controlling the production of primitive cells entering from the hematopoi-
etic stem cell compartment.

Often the numbers of circulating blood cells will display oscillations that are more
or less regular. This may occur (Foley and Mackey 2009) because of the existence
of a spontaneously occurring disorder like cyclical neutropenia (Dale and Ham-
mond 1988; Haurie et al. 1998; Colijn et al. 2006; Dale and Mackey 2015), periodic
thrombocytopenia (Apostu and Mackey 2008; Swinburne and Mackey 2000), periodic
leukemia (Colijn and Mackey 2005; Fortin and Mackey 1999), or periodic autoim-
mune hemolytic anemia (Mackey 1979; Milton and Mackey 1989). Or, it may occur
because of the intrusive administration of chemotherapy in a periodic fashion (Krinner
et al. 2013) which has the unfortunate side effect of killing both malignant and normal
cells.

In either case (spontaneously occurring oscillations due to disease or induced oscil-
lations due to the side effects of chemotherapy) a clinical intervention often consists
of trying to administer a recombinant cytokine of the appropriate type to alleviate the
more serious symptoms of the oscillation. In the case of cyclical neutropenia this is
granulocyte colony stimulating factor (G-CSF) (Dale and Hammond 1988; Dale et al.
1993, 2003), and the same is true during chemotherapy induced neutropenia (Bennett
et al. 1999; Clark et al. 2005). G-CSF has among its effects the ability to interfere
with apoptosis (pre-programmed death) of cells (Colijn et al. 2007), be this cell death
naturally present or induced by an external agent like chemotherapy. Unfortunately
the issue of when to administer this (or other) cytokines is hotly debated and this is,
without a doubt, because the cytokines in question have an effect on the dynamics of
the affected system many days before the desired (or undesired) effect is manifested
in the peripheral blood.

It has been noted that the timing of the administration of G-CSF can have profound
consequences on the neutropenia. Given at some points in the cycle it can dramatically
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reduce the neutropenia (increasing the nadir of the cycle) while at other times it can
actually make the neutropenia worse by deepening the nadir (Aapro et al. 2011; Barni
etal. 2014; Munoz Langa et al. 2012; Palumbo et al. 2012). Thus, from a mathematical
perspective the problem is simply “How and when do we deliver a perturbation to a
delayed dynamical system in order to achieve some desired objective?”

The problem outlined above can, from a mathematical point of view, be viewed
within the context of ‘phase resetting of an oscillator’ and as such has received wide-
spread attention especially within the biological community. This field has a large
and varied literature (see Glass and Mackey 1988 for an elementary introduction and
Winfree 1980 for an exhaustive treatment of the subject from a historical perspec-
tive) which is almost exclusively devoted to the interaction of oscillatory systems in
a finite dimensional space (i.e. limit cycles in ordinary differential equations) with a
single perturbation or periodic perturbation. Surprisingly, however, there is little that
has been done on such interactions when the limit cycle is in an infinite dimensional
phase space (e.g a differential delay equation). There are, however, a few authors who
have considered such situations. For example, Bodnar et al. (2013a, ¢), Piotrowska and
Bodnar (2014) and Forys et al. (2014) studied simple models of tumour growth where
the delayed model equation has an additional term describing an external influence
and reflecting a treatment. There have been a number of both experimental and theo-
retical papers (Israelsson and Johnsson 1967; Johnsson and Israelsson 1968; Johnsson
1971; Andersen and Johnsson 1972a,b) devoted to the autonomous growth of the tip
of Helianthus annuus which describes a variety of patterns as a function of time and
which is thought to involve a delay between the sensing of a gravitational stimulus and
the bending of the plant (c.f Israelsson and Johnsson 1967 for a very nice historical
review of this problem). Another class of problems involving delayed dynamics is
related to pulse coupled oscillators which have been treated recently by Canavier and
Achuthan (2010), Klinshov and Nekorkin (2011) and Klinshov et al. (2015). Kotani
etal. (2012) and Novicenko and Pyragas (2012) have developed phase reduction meth-
ods appropriate for delayed dynamics. Finally we should note the recent numerical
work on several gene regulatory circuits by Lewis (2003) and Horikawa et al. (2006)
for the segmentation clock in zebrafish as well as the work of Doi et al. (2011) on circa-
dian regulation of G-protein signaling. However, none of these papers have addressed
the problem that we study here from an analytic point of view. This paper offers a
partial study of the problem.

The regulation of the production of blood cells, denoted by x(¢) (and typically
measured in units of cells/uL of blood or alternately in units of cells/kG body weight),
reduced to the barest of descriptions, can be described most simply by a differential
delay equation of the form

fi—:(t) = —yx(t) + f(x(t — t)) with constant y > 0, (1.1)

in which f : R — R is monotone decreasing such that & < &, implies that f (&) >
f(&).In Eq. (1.1) we must also specify an initial function ¢ : [—t, 0] — R, in order
to obtain a solution. Here we replace the nonlinearity f with a piecewise constant
function. This permits us to compute solutions explicitly, so we may analytically study
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their behaviour, and the response of the solutions to perturbation meant to represent
the effect of cytokine administration.

This generic model captures the essence, if not the subtleties, of peripheral blood
production. The monotone nature of f is mediated via the effects of the important
regulatory cytokines, e.g. G-CSF for the white blood cells, erythropoietin for the red
blood cells, and thrombopoietin for the platelets. The administration of exogenous
cytokines in an attempt to control the dynamics of (1.1) will typically have an effect
that be interpreted as increasing f over some portion of time, and the goal of this
paper is to study the effect of such a perturbation on the solution of (1.1).

This paper is organized as follows. Section 2 describes the model and formulates it
in a mathematically convenient form. Section 3 provides basic facts about continuous,
piecewise differentiable solutions. On a state space of simple initial functions these
solutions yield a continuous semiflow. There is a periodic solution whose orbit in state
space is stable with strong attraction properties. Section 4 introduces the pulse-like
perturbations (a perturbation of constant amplitude a lasting for a finite period of time
o) of the model which correspond to the effect of medication in the sense that during
a finite time interval the production of blood cells is increased. It is shown that the
response of the system to such perturbations is continuous provided the latter are not
too large. This includes a continuity result for the cycle length map, which assigns to
each onset time of increased production a time of return to the periodic orbit, after the
end of increased production. The bulk of our results are presented in Sect. 5 where
we examine the effect of cytokine perturbation when the perturbation away from the
stable periodic orbit begins at different points in the cycle. In particular we look at
phase resetting properties of the system—in terms of the cycle length map—and at
the minima and maxima compared to the amplitudes of the periodic solution. Section
6 examines the various forms assumed by the cycle length map for different values
of the parameters. Section 7 shows how the results of the previous sections may be
potentially used to tailor therapy to achieve certain results. The paper concludes with a
brief discussion in Sect. 8. There we consider a simple extension in which a pulse-like
perturbation may decrease the nadir of the limit cycle as is noted clinically. The proofs
of many of the results are given in the two appendices.

2 The model

2.1 Scalar delay differential equations

Consider the delay differential equation (1.1). If f is continuous and monotone
decreasing then there is a unique constant solution ¢ > x, given by f(xy) = yx..
If in addition f is, say, continuously differentiable then this constant solution may be

stable or not, depending on y and f’(x,). In case t —> x, is linearly unstable, that is,
the linearized equation

Y () = —yy® + fx)y —1)
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is unstable then also # — x, is unstable as a solution of (1.1). In case f also satisfies
a one-sided boundedness condition there exists a periodic solution which is slowly
oscillating in the sense that the intersections with the equilibrium level § = x, are
spaced at distances larger than the delay t, and the minimal period is given by three
consecutive such intersections. In general slowly oscillating periodic solutions are not
unique in the sense that they are not all translates of each other. Depending on y and
f'(x4) there may also exist rapidly oscillating periodic solutions about & = x,. These
have all consecutive zeros spaced at distances strictly less than the delay 7. In case
f/(§) < 0forall & € R every rapidly oscillating periodic solution is unstable. For
details and for more about (1.1), see e.g. the recent survey by Walther (2014) and the
references given there.

2.2 A piecewise constant approximation of the nonlinearity

To obtain solutions which can be computed in terms of elementary functions consider
the situation in which the function f is piecewise constant and given by

for x <6

for xop 0<0. 0<by<b 2.1)

@)= [Z;

We exclude the special cases by, = y6 and by = y0, in order to facilitate the
construction of the solution semi-flow in Sect. 3 below, see the skewed dashed lines
in Fig. 1 and Remark 3.1.

Then we obtain the delay differential equation

by, for x(t —1) <6

dx
7D ="rxO+ [bU for x(t—1)> 6. 2.2)

with y > 0,60 > 0,br > by > 0,y60 # by, br, whose solutions satisfy linear,
inhomogeneous ordinary differential equations in intervals on which their delayed
values remain either below or above the level £ = 6, resulting in increasing and
decreasing exponentials on such intervals. In the situation illustrated in Fig. 1 when
the graph of x > yx passes through the gap of the nonlinearity in Eq. (2.2), so that
by < y6 < by, there is no steady state of Eq. (2.2). Otherwise, if either y6 < by or
by, < y6Othen x(t) = by /y or x(t) = by /y is the steady state of Eq. (2.2).

Fig. 1 The graph of the A -
function f as given in (2.1). The e
skewed solid line is the graph of -
yx in general, while the skewed f(z) e
dashed lines are the graphs of br -
yx in the special excluded cases e Yy=x
that by = y6 and by = y0 -
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Note that in (2.2) there are five parameters (y, by, by, 0, T) and we can reduce
these to three by a change of variables, since with

R =x(t/y) —0

T =yt
2.3
BL=—6+bLy @)
Bu=0—byly
we can rewrite (2.2) in the form
dx [ =x@)+pBL for X(t—17)<0
DT —k) - By for £(t—17) >0, 24

where 81, + By > 0.
Now we have only a three parameter (8y/, S, T) system to consider, having reduced
(2.2) to

d
d—f(z) = —x(t) + f(x(t — 1)) 2.5)

where the function f is of the form

re =t e il —Bu<BL BLBu£0. (26

The discontinuity of f requires a moment of reflection about what a solution of
Eq. (2.5) should be—certainly not a continuous function x : [—7, 0c0) — R which is
differentiable and satisfies Eq. (2.5) forall # > 0, asitis familiar from delay differential
equations with a functional on the right hand side which is at least continuous. We
shall come back to this in Sect. 3.

3 The semiflow of the unperturbed system

For continuity properties, e.g., continuity of the reset map which is to be introduced
in Sect. 4, we need to develop a framework.

Consider the initial value problem of Eq. (2.5) for + > 0, with initial condition
x(t) = ¢(t) for —t <t < 0, and where the function ¢ : [—7,0] — R is contin-
uous and has at most a finite number of zeros. Let C = C([—t, 0], R) denote the
Banach space of continuous functions [—7, 0] — R equipped with the maximum-
norm, |¢|c = max_r<;<o |¢(¢)|, and set

Z={¢peC:¢ ' (0) finiteor empty}.

For initial data ¢ € Z we construct continuous solutions of Eq. (2.5) by means of the
variation-of-constants formula as follows. Suppose z1 < z2 < --- < z; are the zeros
of ¢ in (—7, 0). On (0, z; 4+ t] we define
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t
x(t) = e 'p(0) +/ e U7 f(x(t — 5))ds
0

or,
x()=e"x(0)— Byl —e™") = —Bu + (x(0) + By)e™” (3.1)

in case 0 < ¢(v) in (—7, z1),
x(1) =e 'x(0) + Bl —e™") = Br + (x(0) — Br)e”™" (3.2)

in case ¢ (v) < 0in (—t, z1). Notice that on the interval [0, z; + 7] the solution x is
either constant with value —fBy # 0 or S # 0, or strictly monotone. We conclude
that x has at most one zero in (0, z1 + 7), and if there is a zero then x changes sign
at the zero. Let us call such zeros transversal. In case ¢ has no zero in (—7, 0) we
define x () analogously, for 0 < ¢ < 7. The procedure just described can be iterated
and yields a continuous function x : [—t, 00) — R which we define to be the solution
of the initial value problem above.
Notice that all segments, or histories, x; given by

xi(s) =x(t+s) fort >0 and —1 <s <0,

belong to the set Z. We assume that A7, By # 0 and we write x? instead of x when
convenient, and define the semiflow S: [0, 00) x Z — Z of Eq. (2.5) by

S@t, ¢) =x?.

The proof of the following result is given in the appendix.

Proposition 3.1 The semiflow S is continuous.

Remark 3.1 Incidentally, let us see what goes wrong in the excluded cases By = 0
and B;, = 0. If By = 0 then for each ¢ € Z with ¢(t) > Oon [—7,0) and ¢(0) =0
the formula (3.1)—or, the equation x’ = —x—yields x(#) = 0 for all t > 0, and
Z is not positively invariant. On a set Z C C of initial data which contains 0 € C
and negative data ¢ with arbitrarily small norm continuous dependence on initial data
would be violated for By = 0 because (3.2) yields

Ix(x) — 0] = x(0)| = |BL + (x(0) — Br)e™"|
. 1 .
=Bl —e) =y (0e " = FPLd—e )
for the solution starting from negative and sufficiently small ¢ Z.
If B = 0 then for each ¢ € Z with ¢(¢) < 0 on [—7, 0) and ¢(0) = 0 we have

x(t) = 0fort € [0, v], which implies that Z is not positively invariant in this case as
well.

For later use we show next that transversal zeros depend continuously on the initial
datagp € Z.
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1146 M. C. Mackey et al.

Proposition 3.2 For ¢ € Z and z > 0 with x?(z) =0 #= x®(z—1)and e > 0, there
exists 8§ > 0 such that for each r € Z with |y — ¢|c < S thereis7 € (z —€,7+¢€)
with x¥ (Z/) = 0. Moreover, x¥ (7 — 1) # 0.

Proof By continuity there exists € (0, €) so that x®(s) #0on[z—17—n,z—71+
n]N[—rt, 00). Using (3.1) and (3.2) we infer that on [z — 1, z+ 1] the solution x? either
equals a nonzero constant or is strictly monotone. As x?(z) = 0 the solution x¢ must
be strictly monotone on [z — 17, z + 1], with sign(x? (z — 1)) # sign(x?(z + 1)) # 0.
By continuous dependence on initial data, there exists § > 0 such that for each ¢ € Z
with [ — ¢|c < § we have

V(1) #0 on[z—t—n,z—1+n]N[-1,00)
and
sign(xV (z — 1)) = sign(x?(z — 1)), sign(x¥ (z + ) = sign(x?(z + n)).

Hence xV¥ changes sign in [z — 1, z + 7], so it has a zero 7’ in this interval. O

The condition 87, < 0 (By < 0) in the next result means that in the original model
given by Eq. (2.2) the positive constant solution given by yx* = f(x*) has its value
x* beyond (above) the discontinuity 6 of f. In this case one may interpret x* = 6 as
an equilibrium position for (2.2).

Theorem 3.1 If By < 0 or B < O the equilibrium state of the semi-flow S, which
is respectively given by x?(t) = —By or x®(t) = BL with ¢ € Z, is globally
asymptotically stable.

Proof Incase By < 0 the constant function R 5 ¢t — —fy € Ris a positive solution.
Notice that due to (3.1) every solution x® with 0 < ¢(t) on [—t, 0] has its values
x?(t),t > 0, between ¢ (0) and — By and converges to —fBy as t — oo. This implies
local asymptotic stability of the positive steady state. Moreover, using (3.1) and (3.2)
one can show that every solution x = x®, ¢ € Z, becomes positive on some interval
[f" -1, f‘], T > 0, and is given by

x(t) = —Bu + (x(T) + pp)e "1
fort > T, so it tends to —By as t — oo. The proof in case 1 < 0 is analogous. O

The situation becomes more interesting when 8, By > 0 which gives by < y0 <
by, for the original parameters, so that the model Eq. (2.2) does not have a steady state,
being a constant function. We will show in the next two theorems that in this case
there exists a periodic solution and that it is stable, when the semiflow is restricted to
the smaller set Zg C Z of all ¢ € Z which have at most one zero and change sign at
this zero z in case —7 < z < 0.

We first show that Z is positively invariant for the semiflow S, i.e., S(z, ¢) € Zg
forall r > 0 and ¢ € Zy. Suppose that 8z > 0 and By > 0. For ¢ € Zy and
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x = x?% we make the following observations. If ¢(z) = 0 and —t < z < 0, and
¢(t) <Ofor—7 <t <zand 0 < ¢(¢) for z < ¢t < 0 then by (3.2),0 < x(¢) on
(z,z+ 1] = (z,0] U (0, z + 7]. In particular, x,4+, € Zg; moreover, x; € Zg for all
t € [0, z + t]. Using (3.1) there is a smallest z" in (0, co) with x(z') = 0, x(t) # 0
on [z — 7,7), and x changes sign at t = 7/, and we can iterate. Thus we obtain
S(t, 9) € Zg for all t > 0. The same holds for arbitrary ¢ € Zj.

Note that the zeros of x?, ¢ € Zg arbitrary, in (0, 0o) are all transversal and form
a strictly increasing sequence of times z; = z;(¢), j € N, with

Zj+t<zjr1 and x(z; —7)#0 forall jeN.

From Proposition 3.2 we conclude the following concerning solutions x : [—1, 0c0) —
R starting from initial data xo = ¢ € Zj.

Corollary 3.1 Let 81, By > 0. Then each map
Zo>¢ > zj(¢) €(0,00), jeN,

is continuous at every point ¢ € Zo with ¢(0) # 0.
We now show the existence of a periodic solution.

Theorem 3.2 Let 81, By > 0. Then there is a periodic solution X : R — R of Eq.
(2.5) with

i) =—Bu + Pue "D for —t <1 <0.
We have X(—t) = 0, and with Z; = z;(Xo) forall j € N,

X(1) = B+ (FO) — Brye™"  for 0<t<7Z +r,
X)) =—Bu+ GG+ +Bp)e TG for Zitr<r<i+t

The minimal period of X is
T = o+ T.
Proof Compute the solution (see Fig. 2) starting from ¢ € Z; given by

¢(t) = —Bu + Bye V.

It is convenient to set Zg = —7.

Corollary 3.2 Let B, By > 0. The minimum of X is given by

x=50)=—py(l—e ) <0,
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1148 M. C. Mackey et al.
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Fig. 2 A graph of the periodic solution on the interval [—, T']

the maximum of X is given by

X=XZi+1)=p(01—-¢"")>0,

and
- —x - - X+
z1=1nm; =, Z=Z1+7t+n ﬂU,
BL Bu
f=22+t=21+ln(ﬁL_£-ﬂ).
BL Bu

Occasionally we shall abbreviate
fmax =21 +7
for the first non-negative time where X achieves its maximum. Accordingly,
Imin = 0.
Remark 3.2 For By > 0 there are infinitely many other periodic orbits in Z, given by
periodic solutions of higher oscillation frequencies, compare (Diekmann et al. 1995,
Chapter XVI) which deals with the simpler equation
x'(t) = —sign(x(t — 1)).
Therefore the periodic orbit

O={xeZ:teR}C Z

is not globally attracting on Z.

Theorem 3.3 Let B, By > 0. Then for every ¢ € Zy we have either
Xt +z21(@)+1)=X@1)  forall t > —1
or
X +a@+1) =5+ +1) forall t> -1,

and the periodic orbit O C Zy is stable.
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Response of an oscillatory differential delay equation... 1149

Proof 1. For ¢ € Zp, x = x%, and z; = z1(¢) we infer from (3.1) and (3.2) that
either x is strictly decreasing on [z, z1 + 7], or that x is strictly increasing on
[z1, z1 + 7]. In the first case we obtain

x(t+z14+1t)=x(t) forall t>—1
while in the second case,

x(t+z14+1)=x(t+Z1+1t) foral > —t.
In both cases, xl¢ is on the periodic orbit O fort > z1(¢) + .

2. There existr > 0and p € (0,Z)) withx(¢) < —rforz;—p—1 <t <71 —p
and X(Z; + p) > r. It follows that for each ¥ € O the shifted copy x¥ of ¥ has the
property that there exists u = u(y) € [0, f"] withxV (1) < —rforu <r<u+rt
and x¥ (u + 7 + 2p) > r. Observe that for every ¢ € Z with x?(t) < 0 for
u <t <u-+r7tand x¢(u + 7 4+ 2p) > 0 the solution x® has a first zero z in
(u+rt,u+ 1+ 2p), and xg’_H € O, which implies that all segments x,"j with
t > T+27+ 2p belong to the orbit 0.

3. Let € > 0. Continuous dependence on initial data yields that the map

Z>¢ X¢|[7z,f+2z+2p] eC(-1,T+2t+ 201, R),

where x? |1 denotes the restriction of the function x? to the interval I, is continuous
(with respect to the maximum-norm on the target space). Using uniform continuity

on the compact orbit O C Z we find § > 0 so that forall ¢ € Z and all € O
with |¢ — ¥|c < § we have

1x? (1) — x¥ (1) < min {e%} forall 7 e[—7,T + 2t +2p].

Let ¢ € Z with dist(¢, 0) = ianQO ¢ — ¥|c < & be given. Then for some
/NS 0, | — ¥|c < 8. Choose u = u(y) € [0, T] according to Part 2. The
previous estimate of [x? () — x¥ (¢)| yields x?(t) < O foru <t < u + t and
x?(u + v + 2p) > 0. Using part 2 we infer x?’ € Ofort > T + 2t + 2p.
Altogether,

dist(x,d),é)<e for O§t§f+21+2p

and dist(x?, 0)=0fors>T +27 + 2p.
O

Remark 3.3 One can show that the other periodic orbits are all unstable, and that
the domain of attraction of the periodic orbit 0 is open and dense in Z, compare
(Diekmann et al. 1995, Chapter XVI), and the main result of Mallet-Paret and Walther
(1994) about Eq. (1.1) with a smooth and strictly monotone function f.
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4 Pulse-like perturbations

In the following we assume

—Bu <0< BL

and study a particular, simple deviation from the periodic solution x and the subsequent
return to the stable and attracting periodic orbit O: We consider a function x(»): R —
R which up to t = A € [0, T) equals the periodic solution ¥ of Eq. (2.5). Then for
A <t < A + o the function x®) is defined by the equation

X(t)=—x(t)+ f(xt—1)+a

with a constant @ > 0. This results in a deviation from the periodic solution X which
begins at time = A and lasts until the time t = A 4 o. Informally we speak of a
pulse of amplitude a, with A the onset time of the pulse and o the duration of the
pulse. For r > A 4 o, the function x ) is given again by Eq. (2.5). For perturbations
a > 0 not too large it will merge into the periodic solution in finite time, compare
Theorem 3.3.

An interpretation of this is as follows. Eq. (2.5) is a mathematically convenient
form of a (very simple) model for the production and decay of blood cells of a certain
type, e.g. neutrophils. The periodic solution x stands for the density of neutrophils in
a patient as a function of time, perhaps induced by chemotherapy or as a consequence
of cyclical neutropenia but in the absence of any further medical intervention. The
function x®) describes the evolution of the neutrophil density for the case that at time
A — t some medication has been administered which increases the production of cells
in the bone marrow during the time interval [A — 7, A — 7 4 o ]. The constanta > 0
stands for the increase in production occasioned, for example, by the administration
of G-CSF. After the time 7 > 0 needed for production (and differentiation) of cells,
that is, during the time interval [A, A + o] the neutrophils are released into the blood
stream. Later on production and decay of neutrophils is again governed by the patient’s
feedback system alone.

For simplicity we assume

O<o <r,
from here on, that is, the effect of intervention lasts for a time interval o less than the
(production) delay 7. The quantities we are interested in are the local extrema of x ()
and the time required to return to the periodic orbit. The latter is captured by the cycle
length map
T:[0,T)> A+ T(A) € RU {00}
which is defined formally as follows: The zeros of x®) and of ¥ in (—o0, A] coincide.

Suppose 27, J = j(A) € {0, 1, 2}, is the largest one of these zeros, and there exists a
smallest zero z > 7 of x®) with x(®) (z + 1) = ¥(Z; + ¢) for all # > 0. Then
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T(A)=z—2Zy;, and T(A) =00 otherwise.
In case T(A) < oo let

: A
X, = _min x! )(t)
ZJ=t=z

and

Ta = max xM ).
Zy<t=z

Remark 4.1 Observe that in our model situation treatment is considered successful if
the minimal value x , is above the minimal value

x=%0)=—-By(l—e"7) <0 (see Corollary 3.2)

of x while in the opposite case medication actually increases the risk for the patient in
the sense that the nadir of the oscillation is lower and would thus lead to more severe
cytopenia which is one of the major clinical problems.

The local minima and maxima of the function x*) and the cycle length 7'(A) depend
on the parameters

>0, fr>0>—-By, a=>0, oc€(@0,7r], and A >0.
We assume that
—Bu +a <0,

which will be instrumental in showing that after perturbation solutions do return to
the periodic solution x, with the consequence that cycle lengths are finite. (For larger
parameter a solutions after perturbation may settle down on other, unstable periodic
solutions of Eq. (2.5), with higher oscillation frequencies. For more on this, see Remark
5.4.) In the remainder of this section we keep the parameters 7, B, By, a, o fixed. In
addition to finiteness of cycle lengths we shall see that the cycle length map and the
maps

[0,T)>A+>Xp€R and [0,T)3Ar> x, €R

are continuous.
For a > 0 with —By + a < 0 the solutions x = x%¢ of the initial value problem

xX'(t) = —x(t)+ f(x(t—7)+a fort >0, xo=¢
define a continuous semiflow S, : [0, 00) X Z — Z by S,(t, ¢) = xta’¢, see Sect. 3.

The set Z is positively invariant under S,, and for each ¢ € Z the zeros of x%® are
all transversal and spaced at distances larger than the delay 7.
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1152 M. C. Mackey et al.

The solution x = x(®) during a pulse (which begins at A € [0, f)) can now be
described as follows: For A given, define ¢ = X and then x = S, (0, ¢) = xg"”. We
obtain

x(t) =x(t) fort <A,
x(t) =x(t—A) forA<t<A+o,
x(t) = x*X(t — (A +0)) fort>A+o,

or equivalently,

xy=x fort <A,
xr =S,(t —A,xp) for A<t <A+o,
xx =8t —-(A+0),xp4e) fort>A+o.

Notice that for x = x®), all zeros are transversal and spaced at distances larger
than the delay t. They form a strictly increasing sequence of points

In,j» J €Z, with za j=7Z; forallintegers j < ja
where J = ja € {0, 1,2} is given by
<A <Zyq.

Using x; = S(¢, Xo) for all + > 0 and the continuity of both semiflows we easily
obtain from the previous representation of x; = xt(A) that the map

[0,T) x [0,00) 3 (A, 1) > xN e C
is continuous, which in turn yields the continuity of the map
[0, T) x [0,00) 3 (A, 1) = xM (1) e R
since x(A) (1) = ev(x™) and the evaluation ev : C 5 ¢ — ¢(0) € R is continuous.

Arguing as in the proof of Proposition 3.2 and using transversality of zeros we obtain
the following results.

Proposition 4.1 For Aq € [0, T) and z > 0 with x® () = 0and € > 0 there exists
8 > 0 such that for each A € [0, T) with |A — Ag| < 8 thereis 7 € (z — €,z + €)
with x2(z') = 0.
Corollary 4.1 Each map

[0,T)> A+ za,j € (0,00), jeN,

IS continuous.
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The proofs of the following results are provided in the appendix.

Proposition 4.2 Forevery A € [0, T) we have T (A) = IAJ+2 —2A, 0 With J = ja.
Corollary 4.2 The cycle length map is continuous.

Proposition 4.3 The maps [0, T) > A > Xp € Rand [0,T) 3 A+ x, € Rare
continuous.

5 Computation of the response

In the Sects. 5.1-5.4 below we keep the parameters ¢ > 0,8, > 0 > —f8y,a >
0,0 € (0, r]fixed and require — By +a < 0 as in the preceding section, and study the
behaviour of x() depending on the onset of the pulse (at 7 = A) and on its termination
(att = A + o) relative to the zeros and extrema

O<Zi<Zi+t=twx < <D+1=T < Z3,

of the periodic solution X, on the sign of x () (A+40), and on the position of x B (A+0)
relative to the level B .

The computations that follow in this section can become quite difficult to keep track
of, and we therefore use what we hope is a simple and transparent nomenclature to
aid the reader in following our progression. The reader may wish to consult Tables 1,
2 and 3 as a way of keeping track of the result.

Table 1 Summary of the effects of a positive pulse (a > 0, A, o) at different times during the limit cycle
on the limit cycle minimum (x), maximum (X), and period (7")

Pulse location when 63 < fmax with 87 given by (5.11)

RNRP RPRP RPFP RPFN FPFN FNFN FNRN
A U U U t/ t/ 1 N\
A t/ /7 N N U U U
T(A) / t t/ \ \ AN AN

“U” denotes unchanged, while 1 means increased, | means decreased, ,/ means that the value as a function
of A is increasing, and \( means that the values as a function of A is decreasing

Table 2 Summary of the effects of a positive pulse when tmax < 87

Pulse location when 87 > fmax

RNRP RPRP RPFP RPFN FPFP FPFN FNFN FNRN

XA U U U r U r 4 N
XA ./ ./ TN\ TN\ U U U U
T(A) /! ./ ./ N ./ N AN I\
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1154 M. C. Mackey et al.

Table 3 Summary of the effects

.. . 61 >0
of a positive pulse in the RNRN
remaining cases where 81 is as
in (5.6) XA U

XA U
T(A) I\
81 <0
FNRP
XA T /’
XA ./
T(A) /

If the pulse starts at A € [0, fnax ), Where the periodic solution is increasing, then we
say that we are in the rising phase and we use the letter R. If it starts at A € [fpax, T),
where the periodic solution is decreasing, then we say that we are in the falling phase
and we use the letter F. If x()(r) is negative at the beginning of the pulse, i.c.,
x®)(A) < 0, then we use the letter N (negative value at A) and otherwise we write P
(non-negative value at A). We can thus say that we are in the subcase RN when we are
at rising phase with a negative value at A. Therefore the beginning of the pulse can be
coded with two letters which gives four subcases: RN, RP, FN, FP. In the same way
we can code the end of the pulse, namely if A 4+ ¢ € [tmax, T), where the periodic
solution is decreasing, then we are in the falling phase and we use the letter F, otherwise
we write R. If x(®) (A + o) < 0, then we use the letter N and if x(*) (A + o) > 0
the letter P. Here similarly, we can have four subcases and we combine them together
to code each case with four letters. For example the case RNRN corresponds to the
rising phase at A and at A 4 o with negative values of x® at A and at A + o.

There are three different periods of time that are important: before the pulse occurs,
during the pulse, and after the pulse. We can easily write down the values x®) (z)
before the pulse in each phase. If A € [0, fmax) then we have

) = L+ (x — fr)e” = F(@) for 1€[0,A]
and the value of x(®) when the pulse turns on is
(D) = B+ (x — et =F(A).

From the definition of x it follows that 8; — x = ¢!, which gives the following
formula ~
xBN(A) =B — Bret™d for A € [0, tmax)- (5.1

If A € [fmax, T) then
X)) = By + &+ Br)e T = F(r) for 1 € [fmax, Al
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and
X)) = =By + (% + py)e” BT,
Since X + By = Bye?2 ™ we obtain

x®(A) = =By + Bue™® for A € [tmax, T). (5.2)

5.1 A pulse during the rising phase

Weassume 0 < A < A+0 < fmax. Then x(A)(A) is given by (5.1). During the pulse,
Xy = Br+a)+ (xM(A) = B +a)e T for te[A, A+l (53)

and after the pulse,

x®0) = B+ DA + o) = prye” (7T
for t > A+ o0 aslongas x(A)(t —17) <0, 5.4)

with
XA +0) =B +a+ (xP(A) = (B +a))e .
Using (5.1) we have
(A 40)=8L—BLe A7 +a(l —e ). (5.5)

Case RNR The pulse starts before 7| = fnax — 7,0 < A < 1.
Observe first that A € [0, Z1) is such that x(*) (A + o) < 0 if and only if

Br+a(l—e ™) < Bret =477
which in view of By + a(1 —e™) > 0 is equivalent to

A - ’BLeil—U
BL+a(l —e)’

Let us define

5=t P Bt bud—e) (5.6)
T B ra(l—e?) T Bre” +a(e’ — 1) '
We have
5 s BL+a(l—e™) _
1_zl—a—lnIB—L<z1.
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1156 M. C. Mackey et al.

If §; > 0 we obtain x®(A +06) < 0for0 < A < 8 and x2(A + o) > O for
A € [81,%1) while if §; < 0 we have x®) (A 4+ o) > 0 for all A € [0,%). We
consider three subcases.

Case RNRN The pulse parameters (a, A, o) are such that x(*) (¢) remains negative
during the pulse, x*)(A + o) < 0. Equivalently, §; > 0 and A € [0, 8;) =
IRNRN.

Proposition 5.1 If A € Irypny = [0, 61) then x\, = x, XA =X, and

T(&)=F +1n (1 _ %eﬁl) < T 5.7)

In particular, the restriction of the map T to IrnRrnN is strictly decreasing.

We now consider the case RNRP when x(*)(A + o) > 0. From Fig. 3 we expect
that the first local maximum of x(®) after r = A is achieved before t = fax and is
not smaller than X. In the following we prove this. Also we shall obtain a result about
the cycle length T(A) of x®). However this time we can not conclude that either
T(A) > TorT(A) <T,see Figs. 3 and 4, respectively.

From (5.3) in combination with x(®)(A) < 0 < Bz + a we see that x®) is strictly
increasing on [A, A+c].Soby 0 < x®) (A + o) we obtain a first positive zero za 1
of x®) and

A<zp1 = A+o.

Fig. 3 A schematic representation of the solution of the DDE when 0 < xB(A+0) < Br. The
unperturbed periodic solution X is the solid line and the solution x(A) is the dashed line

Fig. 4 A schematic representation of the solution of the DDE when x(®) (A + o) > Br. As usual, the
unperturbed periodic solution X is the solid line and the solution x(B) is the dashed line
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Proposition 5.2 If A € [max{0, §1},Z1) then T(A) < 00, x5, = X, XA > X, and

a(e® — 1)€A_22 a(BL + ﬂU)eT+Zl_Z2 (eA—Zl — 1
Bu Bu(BL +a)
(5.8)
Moreover, the maximal value X A is given by max{x(A)(zA,l + 1), x@ A+ o)} and
is strictly increasing with respect to A € [max{0, §1}, 71).

T(A)=T+1n(1+

Case RPRP The pulse occurs completely in the interval [Z1, fmax]- This is equiv-
alentto A € [Z1, tmax — 0] = IrpRP.

Proposition 5.3 If A € [Z1, tmax — 0] then T(A) < 00, x5, =X, XA > X, and

T(A)=T+1In (1 + %gﬁZZ) >T. (5.9)
U

Moreover, the map X  is strictly increasing on Igprp = [Z1, tmax — O -

Remark 5.1 For §; > 0 and A close to §; we have T(A) < T.

5.2 A pulse from the rising phase into the falling phase
Here we assume A < fmax < A + o. Then x®)(A) is still given by (5.1). Since
o < 1, we must have A > 71, thus x(A)(A) > (. The largest zero of X in (—o0, A]

is Z1. Also, with finax = 71 + T,

¥ (tmax) = Br +a + (XD (A) = (BL + @))e” T
=B —Bre "+ a(l _ e_(tmax—A))

=X +a(l — i 7imx) >3,
and we can write
x®@)=—By +a+ (x(A) (tmax) + Bu — a)e” ") for € [tmax, A + o]
Observe that the function [fax, A + 0) 2 t — x® (r) € R is decreasing since
X (tmax) + pu —a = 0.

We have

A ®(A +0) = By +a+ (x (tm) + By — a)e= B0 —ma)

— _,BU +a+ (IBUeb*lmax _ aeA*fmax)e*(A+0*fmax)
which gives

XA +0) =By + Bue AT fa(l —e ). (5.10)
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1158 M. C. Mackey et al.

Using
N+r<A+o=<n1tt+o<r+r1
we have
¥ = —py + (XA + o)+ pu)e AT for Ao <t<ht
and in particular
P A+0)=F(A+0)+a(l —e ),

which yields x®) (A + ) > X(A + 0).
We say that we are in

Case RPF We distinguish between the subcases
P x»(A 4 0) > 0, see Fig. 5,
N x® (A 4+ 0) <0, see Fig. 6.

Note that A € (fmax — 0, fmax] is such that x(*)(A + ) > 0 if and only if
Pue™ T = By —a(l —e77).

Since By > a > a(l — e %), we have By — a(l — e~ ?) > 0, which implies that
x®) (A 4 o) > 0if and only if

Fig. 5 A schematic representation of the solution of the DDE for the case RPFP. The unperturbed limit
cycle is the solid line while the solution with the pulse is the dashed line

\
ol

Fig. 6 A schematic representation of the solution of the DDE for the case RPFN. The unperturbed limit
cycle is the solid line while the solution with the pulse is the dashed line
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Z
et < Pue” .
~ Bue® —a(e® — 1)
Let us define 6, by i
2—0
5y = In —PU° (5.11)

n—m—o ———.
Bu —a(l —e™?)
We conclude that the A-intervals in the two subcases are of the form

IrpFP = (tmax — 0, tmax] N (=00, 82] and
IrpEN = (tmax — O, fmax] N (82, 00).
We have
Bu
Bu —a(l —e™7)
Notice that §, > z» — o, which implies that §; > t,x — 0. Consequently, if

8h=Z—0+In

Bue® —a(e” —1) <Py +BL(l—e "),

which is equivalent to 8> > finax, then xB®(A +0)>0forall A € (fmax — O, tmax]-
If the reverse inequality

Bu+BL(l—e ") < Bye® —a(e” — 1) (5.12)

holds then 87 < tnax and 8 is the maximal value of A € (fmax — O, fmax] Such
that x(*)(r) changes the sign at A + o, from a positive value to a negative value,
x®)(A+0) > 0forall A € (tmax —0, Sr]and xA) (A +0) < Oforall A € (82, fmax]-
Inequality (5.12) can be rewritten as

Br(l—e™") < (Bu —a)(e” — D).

Proposition 5.4 If A € Igprp then T(A) < 00, x, = X, XA > X, and T(A) is
given by formula (5.9) as in Proposition 5.3. The map Igrprp > A +— xa € R is
strictly decreasing and Irprp > A +— T(A) € R is strictly increasing.

Proposition 5.5 If A € Irppn then T(A) < 00, X5 > X,

XA = f-l—a(l — eA_l"‘“") > X,
and

a(e” = 1) az-i_ @Bt py)e™ @2 1
BL BL(Bu —a)

(5.13)
Moreover, the map Irprny > A — x, € R is strictly increasing and the map
IrprN 2 A +— T(A) € Ris strictly decreasing.

Remark 5.2 For A close to 8, we have T(A) > T.

T(A)=T+1n(1—
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5.3 A pulse during the falling phase

Suppose now that x®)(A)is given by (5.2) for A € [fmax, T). We have
(@) =By +a+ (x® () + py —a)e 7Y

forA§t§A+oaslongasx(A)(t—r)>0. ~
We assume that fm;x < A < A + 0 < 7y + 17 = T. Then the value of x® at the
end of the pulse is

(A +0) = By +a+ (xD(A) + By —a)e™”

and, by (5.2), it is the same as in (5.10). We proceed in steps as before.

Case FPF The pulse starts in the interval [fiax, Z2]. We distinguish between two
subcases.

P The pulse parameters (a, A, o) are such that x®(¢) remains non-negative
during the pulse, and changes the sign after the pulse, x(*) (A + o) > 0.

N The pulse parameters (a, A, o) are such that x(») changes the sign from positive
to negative during the pulse (see Fig. 7), fmax < A < Z> and x*) (A +¢) < 0.

Since A € [fmax, Z2] it follows from (5.10) that x®)(A + o) > 0 if and only if
—Bu + Bue A7 +a(l —e ) = 0,

or equivalently,
Bue> ™ = Bye® —a(e” —1).

The corresponding A-intervals are of the form
Ipprp = [tmax, 221 N (=00, &2]

and
IppFN = [tmax, 22] N (82, 00).

Proposition 5.6 If A € Irprp then T(A) < 00, XA =X, x5 = X, and T(A) is
given by formula (5.9) in Proposition 5.3.

We turn to case FPFN. From Fig. 7 weexpectZ) < zapandx, = x@® (za2+1) >
X(z2 + 1) = x, that is, the minimum value of x®) is above the minimum value of %.

Proposition 5.7 If A € Irppn then T(A) < 00, XA =X, X, > X, and both x 5 and
T (A) are as in Proposition 5.5.
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Response of an oscillatory differential delay equation... 1161

Fig. 7 A schematic representation of the solution of the DDE for case FPFN. The unperturbed periodic
solution X is the solid line while the solution x(2) with the pulse is the dashed line

Z+T

Fig. 8 A schematic representation of the solution for case FNFN. The unperturbed periodic solution X is
the solid line while the solution x(®) with the pulse is the dashed line

Assume now that A € (22, Zo+7 —0). Fromx®)(A) = —By + (0+ By )e A%
and

(A 4 0) = By +a+ (XD (A) + By —a)e™”

we have x(®)(A) < 0 and x®) (A 4 o) < 0. Thus we consider the case

Case FNFN The pulse parameters (a, A, o) are such that the pulse begins after
x(®) changes the sign from positive to negative and ends before the time T = Z,+1,
Zy < Aand A+ 0 < 73 + 7, see Fig. 8.

From Fig. 8 we expect that the minimum value of x®) in [Z, Z» + 7] is above the
minimum value x of X, and the cycle length 7'(A) is below the minimal period 7' of
%. Observe that the function [A, A+o] 3t x® () e Ris increasing (see Fig. 9)
if and only if

x®(A)+ By —a <0,

which is equivalent to ,BUe22 < ae®. Now,ift € [A+o,T]then?; <t —1 < %».
Thus

¥ (1) = —pu + (xD (A +0) + fy)e AT
and we have

(A +0)+ By = pue> AT +al — e,

@ Springer



1162 M. C. Mackey et al.

Fig. 9 Graphs of two solutions for case FNFN, where the parameters are t = 1, 0 = 0.2, By = 0.8,
BrL =1,a=0.6,and A € {2.2,2.7}, showing that the function /pypny > A + x, is not given by one
formula

which is always positive. Hence, the function ¢ +— x ) (1) is strictly decreasing on
the interval [A + o, T'] and we have

AT =~y + (DA + o) + py)e TA)
which becomes

x®(T) = -y + (Bue® P+ +a(l - e_a))e_(f_(A—HT))
—Bu + Bue " +a(e — l)eA_i.

Define § € R by

s Bt JBL +dapy (e — Det
2Py '

e

Proposition 5.8 If A € Ipypn then T(A) < 00, XA = X,
x5 = min{F(A), xM(TD)}) > x,
and

T(A)=T+1In (1 — $6A—51—T) <T. (5.14)
L

In case Ipnpn N (—00, 8) % () the map
Ipnen N (—00,8) 2 A > x, €R

is strictly increasing while in case Ipypy N (g, o0) # () the map
Ienen N (8,00) 2 A> x, €R

is strictly decreasing.
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Fig. 10 Graphs of two solutions for case FNFP, where the parameters are 7 = 1, 0 = 0.4, By = 0.6,
Br =0.3,a =0.95,and A € {2.15, 2.3}, showing that 7 (A) might not exists

Fig. 11 A graph of one solution for case FNFP, where the parameters are T = 1, 0 = 0.35, By = 0.3,
Br =04,a =0.7, and A = 2.22, suggesting that for certain values of the parameters the solution x(&)
might settle down on a rapidly oscillating periodic solution, in which case we would have T'(A) = oo

Remark 5.3 1f Bye® ™ < athend € Ipnpy = (32, T — o). If Bye® " > a then
5>T —o.

Remark 5.4 The following relations are equivalent:

a < Bu,
ae® —1) < By(e® — 1),
Bu < (Bu —a(l —e™%))e,
Bu _
Bu —a(l —e™?)

S < Z2.

In o,

Observe that we have 75 < 8, < T — o if and only if
Bu <a and a(l—e%) < By(l—e77), (5.15)
which is excluded by our standing hypothesis a < By .

Let us briefly address what might happen if (5.15) holds. In that case if A €
(Z2, T—0o) thenx™ (A+0) > Oifandonlyif A < 8. Wehave Ipypy = (82, T—0)
and Proposition 5.8 remains true. The case FNFP is possible with Iryrp = (22, 82].
Figure 10 and in particular Fig. 11 indicate that in the interval /ry rp the cycle length

may not be finite everywhere, due to a higher oscillation frequency of the solution on
[A + o, 00).

5.4 A pulse from the falling phase into the rising phase

Here we suppose that 2o < A < T < A+ o and that x‘® (A) is given by (5.2) for
A € [T —o,T). We have

xXB(1) = By +a+ (X(A) + By —a)e "™ for te(A,T]
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Fig. 12 A schematic representation of the solution of the DDE for the case FNRN. The unperturbed limit
cycle is the solid line while the solution with the pulse is the dashed line

and the function [A, T 5 1 — x®) (1) € Ris either strictly increasing, or decreasing.
We have

xX®(T) = =By +a+ (x™(A) + By — a)e TV
= —Bu +a+(—pu + pue” > 4 py —a)e T
=—Bu+Bue " +a(l— e_(i_A))

= )_c—{—a(l — eA_f) > X,
which shows that the map
[T—0,T)5A—xYT)eR

is strictly decreasing.
Fort € [T, A 4+ o] we have

X(A)(l) =pfL+a+ ()C(A)(T) — (B —i—a))e_(’_f).

Since

xN(T) — (B +a) = —(Br — x) —ae™T <0,

the function [f", A+o]or— xB@) eRis strictly increasing. Also

(A +0) =L +a+ (NT) — (B +a))e” BT
=B +a+(x—aetT - p)e AT
=B+ @ — e D fa(l —e™) (> F(A+0))
= BL — ﬂLeilf(Aﬂrff") +a(l —e™).
Case FNR We must distinguish between the two subcases

N x® (A +0) <0, see Fig. 12,
P x® (A + o) > 0, see Fig. 13.

We have T — o <A< f, and the condition for subcase FNRN, namely,

0> x® (A +0) =g — fret =D Lad — ),
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o

Zi+T

Fig. 13 A schematic representation of the solution of the DDE for the case FNRP

is equivalent to

BL+a(l —e®) < peit—(Ato=T),

or

21 -
Bre
A _ T _ T+

e e
Bre® +a(e® — 1)

Thus we are in case FNRN if and only if
Ae[lT —o,T)N (=00, T +81) = IFNrN-
and we are in case FNRP if and only if
Ae[T —o,T)N[T + 8, 0).

Proposition 5.9 If A € Ipygn then T(A) < 00, XA =X, X5 > X, and T(A) is as
in (5.14) of Proposition 5.8. The map Ipnry 2 A — x5 € Ris strictly decreasing.

The interval Iy gy in Proposition 5.9 is nonempty if and only if §; > —o, which
is always the case. To see this observe that

S _ ,—0 BL—x .
BL+a(l —e™?)

e

since
—x=pp(l—e")>a(l —e ).

We next proceed to the subcase FNRP. Note that the interval Irygp is empty if and
only if 61 > 0.

Proposition 5.10 If A € Ipngp then T(A) < 00, XA > X, X5 > X, and

a(e® — D a—z-7 n a(Br + Py)et 172 ( A5 -T _ 1)

T(A) =T+In| 1
“ +“(+ Bu BuBL + )

(5.16)
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The map Ipnrp 3 A +— x, € Ris strictly decreasing as is the map IpNgrp > A >
XA E R.

6 The cycle length map

The behaviour of the cycle length map [0, f) 5> A+ T(A) € R,illustrated in Figs. 14
and 15, is different in each of the (sub-) cases discussed in Sects. 5.1-5.4. Each of
these cases corresponds to A varying in one of the subintervals Igygn, - - -, [IFNgP Of
[0, T). If A increases from O to 7 then it travels through those subintervals which are
not empty for the given parameter vector (7, 8., fv,a,o) (with0 < 7, -8y <0 <
Br,0 <a < By,0 < o < 7). In other words, for each parameter vector we have a
finite sequence of non-empty subintervals, ordered by, say, their left endpoints, whose
union is [0, 7). Below we describe the possible scenarios, in terms of sequences of
cases and subcases. Recall also the Tables 1, 2, 3 in Sect. 5.

Before doing so it may be convenient to collect a few facts about the quantities &1, 62
which, together with Z1, 22, fmax, 0, T, determine the intervals Iry g, .., [FNRP-
Recall that §; was defined by (5.6) and that 6, was defined by (5.11). From Sy > a
and T > o we have §; > —o and 8> < z». The condition §; > 0 is equivalent to

BL+a)e” — 1) < py(l—e™),

and the case when §; € (—o, 0] is described by

al—e™?) < Byl —e™™) < (B +a)(e” — ).

Fig. 14 A graph of the function [0, 7] > A — T(A). The straight line represents the graph of [0, 7] 3
A T. We indicated with dots the values of the boundaries of all cases, and with lines the boundaries of
subcases. Here the parameters are t = 1, By = 0.8, Bz = 0.4,and 0 = 0.4, a = 0.2, so that §; > 0 and
82 < tmax. The figure corresponds to the following sequence of subcases: RNRN, RNRP, RPRP, RPFP,
RPFN, FPFN, FNFN, FNRN

0o T%‘*(;l

(V Z1 tmax — 0 fmax ‘ X%

Fig. 15 Asin Fig. 14, but with B = 1.4, which gives §; € (—o0,0), 82 € (fmax, Z2), and the following
sequence of subcases: RNRP, RPRP, RPFP, FPFP, FPFN, FNFN, FNRN, FNRP
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Next, the condition 6 < finax is equivalent to
Bl —e ™) < (Bu —a)e” — 1)
while the condition #n,x < 62 < Z7 is equivalent to
0<(Bu—a)e” —1) <pr(l—e).
Since §; < Z1 and 87 > tmax — o, we conclude that the intervals
Irnrp = [min{0, 81}, 21), IrpFp = (tmax — 0, Min{fmax, 62}]

are always nonempty. We have Igprp = [Z1, Imax — O s Imax = 21 + T, and T > o,
thus each sequence of cases contains

RNRP, RPRP, and RPFP.

For §; > 0 each sequence starts with the case RNRN and ends with the case FNRN.

For §1 = 0 each sequence starts with the case RNRP and ends with the case FNRN.

For 61 < 0 each sequence starts with the case RNRP and ends with the case FNRP.

If5; > 0and 0 < A < § then we are in case RNRN. If A grows from max{0, §;}
to min{#max, 82} then we have the sequence of cases:

RNRP, RPRP, and RPFP.

If A grows from min{tpax, 82} to min{0, §1} + T and if 82 < tmax then we obtain the
subsequent cases

RPFN, FPFN, FNFN, FNRN.
In case 87 = tmax We obtain
FPFP, FPFN, FNFN, FNRN.
The same sequence results in case fmax < d2. So we have two scenarios for A beyond

the interval I p pp and below min{0, §;} + T, which is the endpoint T of the domain

of the cycle length map if §; > 0, while for §; < 0 the sequence of cases is completed
by

FNRP.

7 A therapy plan

We first describe the concept of the therapy plan, in case the evolution of the number
of cells in the bloodstream (of a patient, without medical treatment) is governed by
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1168 M. C. Mackey et al.

Eq. (2.2), with the production function f given by (2.1), and by < y0 < by. For
convenience we shall work not with the original variables but with the transformed
quantities from Sect. 2, namely, Eq. (2.5) with f satisfying Eq. (2.6) for —8y < 0 <
Br. Then the variable x (¢) still represents the number of blood cells (of a certain type)
in a patient, at time .

The reader will find it helpful to consult Fig. 16 when following the argument below.

Suppose there is a critical level xg4, larger than the minimum x of the periodic
oscillation in the patient without treatment. We want to find a therapy plan which
consists of medication at certain times ¢ = tj; (which are to be determined) in such a
way that the cell density in the patient never falls below the critical level.

Medication at a time t = fj results in the begin of the production of more (precur-
sors of) cells in the bone marrow, and this increased production lasts for a time interval
of duration o > 0, from the time 7, until the time 73y + o. As in Sect. 4 the effect
of medication at t = 1)y can be expressed by a "temporal change’ of the production
function f, for example, by replacing f by a sum f, = f 4 a witha > 0 as long as
ty <t—1 <ty -+o.(Alternatively, one might replace f by a multiple f, = af with
a > 1.) a depends on the dose of the medication. Because of the delay t due to the
production process the number of cells in the bloodstream will begin to deviate from
their number without treatment not earlier than ¢t > fj; + t, where #); + T equals A
in the cases studied in Sect. 5.

We begin with a simple situation and assume that for the time interval [—t, 0] in
the past the cell density in a patient is known, for example, by measurement, and

0<x(@) for —t<1t=<0.

t = 0 stands for the present time. Then we use Eq. (2.5) in order to predict how the
cell density would evolve in the patient without treatment: We compute the solution
y(t),t > 0, of Eq. (2.5) with initial data y(¢) = x(¢), —7 <t < 0. The solution y(¢)
will be a translate of the unique slowly oscillating periodic solution x of Eq. (2.5).
There is a first zero z; = z1(¥(0)) > 0 of y, and there exists a unique time z; between
z1 and z1 + 7, at which y reaches the critical level x4, y(f7) = x4, from above. (At
z1 + T y attains its minimum value x < x4.)

Having predicted the time 7; we define tjy = t; — T — o as the time of medication. If
ty 1is positive (is in the future), then it is not too late for medication. After medication

Fig. 16 A schematic representation of the ideas behind the arguments leading to a therapy plan. The
unperturbed limit cycle is the solid line while the desired limit cycle due to a perturbation is the dashed line
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at t = 1) the cell density in the patient represented by x(¢) will equal y(¢) for
—1t <t <ty -+t =ty — 0o, because of the delay in Eq. (2.5). Fort; —o <t <1ty
the release of cells into the circulation will be increased according to

X'(@)=fx@t—1t)+a—x@)=—-By+a—x()

while for ¢ > 14, Eq. (2.5) holds once again.

The question is whether for a range of parameters a > 0 this can be done in such
a way that for t; — o <t < z1 4 t the solution x(¢) satisfies x; < x(#) < O.

If yes then x(#) would increase after time z; + 7 until there is a zero z, due to
Eq. (2.5), and would coincide on [z, z2 4+ 7] with the piece of the unique slowly
oscillating periodic solution x of Eq. (2.5) before its maxima.

Upon that the whole process can be repeated. It would result in a periodic therapy
plan and a periodic solution x (#) which never falls below the critical value x; and has
a period shorter than the period of x. (This latter property comes from x(z; + 7) >
X4 > X.)

Below we show that there exist parameters Bz, By, 7, 0 and xy € (x,0)anda > 0
for which the program just described can be carried out. As initial data we consider
continuous functions ¢: [—7, 0] — R with 0 < ¢ (¢) for —7 < ¢t < 0. Then for some
q,0 < g < 1,gx < ¢(0). The solution y of the initial value problem

Yy (@)= f(y(t—1))—y@) fort>0, yo=¢
has a first zero at

0
21 = 21(#(0)) = In 2O + bu
Bu

and strictly decreases on [z1, z1 + 7] to the value x. For x < x4 < 0 we find a unique
time t = t5 = t47(¢) in (21, 71 + ) with y(¢7) = x4, namely,

Bu

ti=z1+In——.
x4 + Bu

Next we show that for parameters —fy <0 < 1,7 > 0,9 € (0,1)and o > 0
sufficiently small, and x; € (x, 0) sufficiently close to x we have

tg—1t—0>0. (7.1)
The inequality (7.1) is equivalent to

¢(0)+ﬂu+ln Pv 2O+

T+o0o <In = ,
Bu x4 + Bu x4 + Bu
which follows from
T+o0o <In M
x4 + Bu
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1170 M. C. Mackey et al.

The preceding inequality can be achieved for o > 0 sufficiently small and x; > x
sufficiently close to x provided we have

x
T<lpn——. (7.2)

We verify this: Using the equations for X and x from Corollary 3.2 we see that (7.2)
is equivalent to

N BL(l —e ")+ Bu
Bu —Bu(l —e™T)
gBL(l—e ")+ Bu
Bu

T <1

=7+1In

or,

Bu <qBrL(l—e ")+ Bu,

which is equivalent to
0<qgpBr(d—e"). (7.3)

From now on assume that the parameters —8y < 0 < B, > 0,0 > 0, and
q € (0,1), x4 € (x,0) satisfy (7.1). Assume in addition for simplicity that o is so
small that we have
71 <ty —o. (7.4)
Bu

Notice that #; — z1 = In ———— does not depend on ¢. We now define
Xa + Bu

iy =ty(P) =t14(¢) —1—0 (>0)

as the time of medication. For parameters a > 0 we consider the continuous function
x :[—7, z1 + 7] — R which coincides with y(¢) for —t <t < t; — o and satisfies

'y = fx@t—1)+a—x@t)=—-Byu+a—x(t) forty—o <t <ty,
YO =150 1) — x(t) = —By — x(1) forty <t <z|+1.
It follows that
x(tg —0) = y(ta = 0) = —py + pye” 7T = —py (1 —e? —xd; ﬁ”) :
U

Similarly we get for ¢ € [ty — o, t4] that

(1) = By +a+ (x(tg — 0) — (—By + ayye= =)
= —fu +a+ (y(ta —0) = (—=pu +a)e "=
=y(t) +a(l —e "Dy > y(1) > xy

@ Springer



Response of an oscillatory differential delay equation... 1171

which shows that x is monotone and above x4 on this interval. Using
x(tg —0) = y(ta —0) <0

and monotonicity we conclude that we have x(t) < O on [ty — o, t4] if and only if
x(tg) < 0. Also,

x(ta) = y(tg) +a(l —e ==D) = x; + a(1 — ™)
which gives x(¢7) < 0 if and only if
xg+a(l—e™ @) <O. (7.5)
We shall come back to this later, and turn to

x(z1+ 1) = —Bu + (x(ta) + ﬁU)e—(zl+r—zd)
=—Bu + (y(td) +a(l—e %)+ 'BU)e—(ZH-‘[—td)
=y(z1+ 1) +a(l —e %) C1HTla)

=x+a(l —e %) G1HTT) 5 x|
It follows that there is a unique a = a4 > 0 so that

namely,

B Xd — X _ (xg —x)e"(xqg + Bu)
(1= e Grtr= Bu(l—e0)

We would like tohave x (r) < Oon (zy, z1+7]. This follows from x(z;4+7) = x4 < Oin

combination with monotonicity provided we have x(7;) < 0, which was characterized
by (7.5). So we ask under which conditions a = ay satisfies (7.5), or equivalently,

ag (7.6)

(xq — x)e* (xq4 + Bu) _

Bu

ag(l1 —e™ @) < —xy4,

which means
(xg —x)e" (xqg + Bu) < —Buxa. (7.7)

Recall that x depends on 7 and on S; given T and By the preceding inequality holds
provided we consider x; € (x, 0) close enough to x.

Assume from now on that x,; is chosen so that (7.7) holds. If we follow the solution
x which started from ¢ further then we see from Eq. (2.5) and because of x(#) < 0 on
(z1, z1 + 7] that x begins to increase after t = z1 + 7, has a first zero zo = z2(¢) >
z1 + 7, and coincides on [z3, z2 + T] with a translate of the periodic solution x of
Eq. (2.5) which has a zero t = z, and then increases to the value X at t = zp + 7.
Notice that if we take this segment of x as the initial value ¢ for the function x then
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Xz,+7r = ¢ = Xo, and iteration of the whole procedure yields a periodic solution x.
The inequalities x(¢) < Oforz; <t <zi+tand y(z1 + 1) =x < x4 =x(21 + 1)
in combination with Eq. (2.5) for z; + t < ¢ imply that after the time t = z; + ¢
the function x reaches the zero level from below before y does so, hence the period
22(¢) + T of x is shorter than the minimal period T of %.

Remark 7.1 1. Crucial in the concept of the therapy plan is that the time #; at which
the number y(¢) of blood cells in case of no medication would fall to the critical level
x4 1s large enough for medication in the future (at some 73, > 0) to become effective
(during the time interval [t3s + 7, 3y + T + o]) before the time t = t;. Necessary for
this is

O<ty—71, Orc<ty;

the stronger condition (7.1) which we used in the exposition above can be relaxed.

2. A practically useful version of the therapy plan would require an extension to
more realistic model equations, probably with continuous production functions, in
order to get reliable predictions of 7; = 74(¢) for a large set of initial conditions, as
they may arise from monitoring the number of blood cells in a patient.

8 Discussion

The computation of the response of the periodic solution of (2.5) to a perturbation of
the form defined in Sect. 4 is complicated as we have seen in Sect. 5, and the response
of the perturbed cycle length can be quite varied as shown in Sect. 6. However, our
calculations have shown that in a variety of situations that are dependent on the timing
of the pulse, the pulse has had no effect on subsequent minima of the model solution.
This is in sharp contrast to what is noted in clinical situations where G-CSF is employed
and in which both an amelioration as well as a worsening of neutropenia is clearly
documented in response to the G-CSF, and the nature of the response is dependent on
when G-CSF is given as well as the dosage. Although it seems to be a curious anomaly
that a cytokine like G-CSF, which inhibits apoptosis, should actually make neutropenia
worse, in this section we will show that in case the nonlinearity (production function)
f = f«inEq. (1.1) is piecewise constant with three values (see Fig. 17), say,

Jx@E)=pBL >0 for§ <0, fu(§) =—-pv <0 for 0 <& <&

and

fe(§) = —Bx < =By for & <&,

then a pulse as in case RPRP can result in a subsequent minimum of the solution
which is lower than the minimum of a periodic solution of the equation without a
pulse. This will happen if the pulse pushes the state variable to high values where the
negative feedback is so strong that after the delay time it drives the state down to very
low values.
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£

AL

Fig. 17 The graph of the function fi

In order to see that this actually happens for a suitable range of parameters, assume
(in part for simplicity) that &, = X, and define solutions of the equation

x'(t) = —x(@) + filx(t — 1)), (8.1)
i.e., of Eq. (1.1) with f = fi, as in Sect. 3. Then our former periodic solution x of
Eq. (2.5) will also be a solution of Eq. (8.1). Consider a pulse which begins at Z; and
ends at 7| + T, that is, consider the function x, : R — R which coincides with X on
(—o0, z1], is given by

xX'(t)=—x(t)+BL+a forz; <t =<Zi+r1,
and by Eq. (8.1) for t > 71 + t. We have
G+ =Br+a)(l—e ) >pr(l—e ) =x%G1+1) =% =&,.

Incidentally, notice that x.(Z; +t) — B +a ast — oo.
The first time t, > Z; at which x, crosses the level &, from below is given by

Ee= (B +a)(1 —e 70,
or equivalently,

Brl—e ) = (B +a)(1 —e 730y,

hence
—T
eZ]*I* = —Cl + ﬂLe .
a+fr
Notice here that
= a
el as T — 00.
a+ fr
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Next,

_,BU + (x*(zl 4 T) + ﬁU)e—(l*-l—T—(Zl"r‘[))
= —Bu + (=G + 1) + By)e .

Xy (te + T)

We observe that x, (#, + 7) has a limit as T — oo. It follows that

%G1+ THT) = —u+ (Xa(ta + 1) + By)e” GFHTAD)
—Bi+ (et + 1) + Bi)e e T

converges to —f, < —By < x = min Xx(R) as T — o0. So, given &, > 0 and
Br > 0> —By > —B, and a > O there exists 7p > 0 so that for all T > 7 the
solution x, assumes values strictly less than x = min x(R).

Our investigations in this paper have been confined to an examination of the response
of the limit cycle solution of (2.5) to a single perturbation. However, in many situ-
ations of interest biologically (and certainly for the clinical questions that motivated
this study) one is interested in the limiting behaviour of the limit cycle in response
to periodic perturbations, c.f Winfree (1980), Guevara and Glass (1982), Glass and
Winfree (1984), Krogh-Madsen et al. (2004) and Bodnar et al. (2013b) for representa-
tive examples. However, considerations of the response to the system we have studied
to periodic perturbation is quite beyond the scope of this study as it would entail the
development of completely different techniques than the ones that have proved so
successful in the study of the response to single perturbations. We are of the opinion
that deriving the phase response curve in the face of periodically delivered pulses will
only be possible, in general, for certain limiting cases of the pulse parameters, namely
o =~ 0 and, possibly, small values of the amplitude a. It is possible that techniques
such as those employed in Kotani et al. (2012) may be useful in this regard.
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9 Appendix: Proofs of the results from Sects. 3 and 4

Proof of Proposition 3.1 1. We begin with continuity of the time-t-map
S(r,-):Zaqﬁn—)xer.
Observe that for0 <t <,

t
x®(t) = e 'p(0) +/ e~ f(p(s — 1))ds.
0
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For Yy and ¢ in Z and 0 <t < v we have

0
V(1) = x? ()] < 19(0) — ¥ (0)] +/ |f (¥ () = fp(s)lds

—-T

where the integrand is nonzero only on the set
N, ¢) = {1 € [-7,0]: sign(y (1)) # sign(¢ (1))}
It follows that
! —x%lc < 1Y (0) — ¢0)| + BAN (W, $)),
with the Lebesgue measure A and a positive constant S. It is easy to see that

lim AN, ¢)) = 0.

Z3Y—¢peZ

(Proof of this in case ¢ € Z has zeros 71 <z < --- < z7. Let € > 0 be given.
The complement of the set

O(z‘_iZ.Jri)
\ EE Y AR Y
j=1

in [—t, 0] is the finite union of compact intervals on each of which ¢ is either
strictly positive, or strictly negative. There exists § > 0 so that for every ¥ € Z
with | — ¢| < & the signs of {(¢) and ¢(¢) coincide on each of the compact
intervals. This yields

J
€
AN, ¢)) = j:12ﬁ =€)

Then it follows easily that

li — = 1 v _xd=o.
Zawg)n(bez(S(r,Iﬂ) S(t, 9)) ZBwl_gnd)ez(xt x8)=0

2. Iterating we find that for every integer n > 0 the time-nt-map S(nt, -) is continu-
ous. Having this we obtain continuous dependence on initial data in the sense that

foreveryt > 0and ¢ € Z,

lim max |x'/f(s) — x¢(s)| =0.
Z3Yy—>peZ —T<s<t
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Finally, the continuity of S at (¢, ¢) € [0, 00) x Z follows by means of the estimate

A

ISCs, ¥) = S, )| < [S(s. %) = S(s, P +[S(s, 9) — S(t. ¢)

< max |xY () —x?0)|
—Tt<v<t+1
+ max |x?Gs+w) —x?@ +w)|

—T1<w=<0

for0 <s <t+1and ¥ € Z from continuous dependence on initial data as before
in combination with the uniform continuity of x®on[—1,t+1]. O

Proof of Proposition 4.2 By definition the value of the cycle length map at A is
T(A) =z —7%; =z —za.; Where z is the smallest zero of x®) in (Z, o) such that
xB®(z4+1)=F@Es +1) forall r > 0. We have

sign(#(z; + 1) = sign(x® (za,; + 1)) = —sign(x® (za s 41 + 1))

for 0 < r < 1 since x® changes sign at each zero. We infer that z > ZA,J+1-
Notice that the definition of J = ja implies A < za_j41. Hence the next zero za j42
satisfies za j+2 > z2a J+1 +7 > A+ v > A + o. Therefore on (za_ j42, 00) the
function x® is given by Eq. (2.5), and satisfies

sign(x™ (za,s42 + 1) = —signx® (za s 41 + 1)) = sign(F(E, +1))
for 0 < t < t. This yields x®) (za y42 +1) = X(Z; + 1) forall > 0.
Proposition 9.1 For A=2z;,J =1orJ =2, wehave T(A) = A j+1 — ZA.J—1-

Proof From A = Z; we obtain A + 0 < A+ T < za j+1. This implies that for
t > za.s+1 the function x®) satisfies Eq. (2.5). Using this and the fact that x*) and
X change sign at Z;_1 = za j—1 and at Z; = za_j respectively we infer that for all
I > za j+1 We have X(A)(ZA,J+1 +1t) = X(zj_1 +1). It follows that

A J42 = Za 041+ (27 = Z7-1).
Combining this with Proposition 4.2 we find
T(A) =za, 042 =2 = ZAJ+1 — ZJ—1 = ZA,J+1 — ZA,J—1-
O

Proof of Corollary 4.2 Let Ay € [0, T) be given and set J = ];(Ao). Then Ay <
ZAg,J+1. Corollary 4.1 yields a neighbourhood N of Ag in [0, T') such that for all
A € N wehave A < ZA j41-

1. The case z; < Ap. Then by Corollary 4.1, 7y < A < zag41 forall Aina
neighbourhood V. C N of Ag in [0, T). For A € V we get j(A) = J, hence
T(A) = za,j+2 — 2, and Corollary 4.1 yields continuity at Ag.
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2. The case z; = Ag. There is a neighbourhood U C N of Ay in [0, f") with
Zj—1 < Aforall A € U.Forall A € U with A < z; thisyields j(A) =J — 1
and T(A) = za j—142 — ZJ—1. At A = Ap we have

T(A)(Ao) = zag,d+2 — 21

= ZA¢,J+1 — ZAg,J—1 (see Proposition 9.1)

= ZAg.J+1 — ZJ-1.
The continuity of the map A +— za j+1 due to Corollary 4.1 now shows that
the restriction of the cycle length map to the set [0, z;] N U is continuous. For
Zg <A elUC Nwehavez; < A < za_j+1, hence j(A) = J, and thereby
T(A) = za,s+2 — 2. The continuity of the map A + z, 2 due to Corollary
4.1 shows that the restriction of the cycle length map to the set U N [z, T) is

continuous. As both restrictions coincide at 7; = A we obtain continuity of the
cycle length map at Ag. O

Proof of Proposition 4.3 1. Let Ag € [0, f) be given. Set J = j(A). Then z; =
Ao < zZag,J+1- Using Corollary 4.1 we find a neighbourhood N of Ay in [0, T)
such that for every A € N we have

ZJ-1 <A <zZA 41

In the following we show continuity of the map [0, T)> A+> X5 € R.The proof
for the other map is analogous.
2. For A € NN [z, 00) we have J = j(A), hence

XA = _ max x(A)(t).
TSN J+2

Using this, the uniform continuity of the map

[0,7) x[0,00) 3 (A, 1) > xP () e R

on compact sets, and the continuity of the map A +— za_ j+2 (see Corollary 4.1)
one can easily show that the map

NN[Zj,0) > Ar>xpA €R

is continuous.
Similarly we have for A € N N (—o0, z7) that J/ — 1 = j(A), hence

Ya=_ max xP).
ZJ—1SI=SZAJ+1

As before one can then easily show that the map
NN(—00,27) > Ar>xp €R

is continuous.
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3. It remains to prove that in case Ag = Z; (where N N (—o0, Z;) # @) we have
XA —> Xpgas A 1 Ag.
(a) The case Ag = Z; and ¥'(Z;) < 0. Using the fact that x(20) changes sign at
each zero we obtain x(AU)(t) <0on [z}, za9,7+1]1 = [A0, 2Ag,7+1], and

XAp = _ Mmax B0 (1)
ZJSI=2Ag,J+2

= max 20 (1)
ZAg, JHISE=ZAG,J+2

=X

where the last equation holds because Ag = z; implies Ag+0 < Ag+ 1T <
ZAg,J+1 and thereby X(AO)(ZAO"]J,_l +1t)=x(Zj_1+1t) forallt > 0.

Using continuity as in Part 2 above we find a neighbourhood U C N of Ag in
[0, f‘) such that for each A € U we have

1
x® @) < 5)? on [A,za J+1]

andZyj_1+ 7t < A.For A € U with A < Zj,wehave J — 1 = j(A), and the
preceding inequality yields

- s B 1
x(A)(Z‘lfl‘l'T):X(ZJ,]—i—‘[):x (> _x)'

It follows that

¥a=_ max  xP@)
ZJ-1=E=ZA,J+1

= max x® ®)
Zj-15t=A

=X,

sothe map U N (—00,Z7) 3 A — Xa € Ris constant with value X = X 5.
(b) The case Ag = z; and /(Z;) > 0. Then x‘20) is negative on (Z;_1, Zs),
positive on (27, za,, +1) and negative on (za,, J+1, ZAg,J+2), and

Xpag = max xM(@) = max x> 0.

ZISISZIAGJ+2 TISISZAG,J+1
Choose 1y € (27, ZAq,J+1) With
x®(19) =xp, > 0.
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By continuity there exists a neighbourhood V. C N of Ay in [0, f‘) such that
for every A € V we have

1_ -
x® @) < 2%80 on [Z-1,2a.01,

AT <10 < ZA,J+1s

1_
EXAO <x@® (10).

For A € V with A < zZ; we have j(A) = J — 1, and we conclude that

XA = _  max x(A)(t)
ZJ-1=1=ZA,J+1

= max x(A)(t)
IAJSISZIAJ+1

where by continuity the last term converges to

max xR0 (1) =%,
ZAQ. I SI=TAG, T +1

asVsA /Ao

Proofs of the results from Sect. 5

Proof of Proposition 5.1 First we show that x() has a first positive zero za 1 < Z1.
We have x(®) (1) < 0 fort € (—7, A+ o). Fort € [A + 0, 00), x*®)(t) is given by
(5.4) as long as x®@¢—1)<0. Compute

— @A
cai=A+o+Inbt xﬂ( L
L

from the condition x®) (za 1) = 0. Similarly since ¥(Z1) = 0 we obtain

Z1l=A+4+o0+1In w.
BL
Since (A +0) < x® (A + o) we have za | < 71.
The largest zero of ¥ on (—oo, A] is Zg = —z. Hence the minimal value of x(&)
on[—1, za,1]is equal to x. On the interval [za 1, za,1 + 7], x(A)(t) is given by (5.4).
This yields x*)(t 4+ za.1) = %(t + Z;) for all ¢ > 0. It follows that X5 = X and
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1180 M. C. Mackey et al.

X, =X and

T(A) = (zan+ G —Z))—Zo=za1—21+T
BL—xM(A+o0) L= EA+0)

=T+1
i BL BL
)
:f_i_lnﬁL X (A+o0)
BL — X(A +o0)

The formula (5.5) yields

XA +0)—pL=—PLe A7 ta(l — )

and with
FA+0)—Br=(@x—Bre AT = —pLett (At
we find
- H=A=0 _ (] — e C
T(A) = 7 +In PL¢ —all—e™®)
’3L62|7(A+0)
=T+m0_ggliﬁfw%0.
BL
Thus, T(A) < T, and the restriction of T(A) to Igy gy is strictly decreasing. o

From (5.4) it follows that x(*) is strictly decreasing right after t = A + o if and
only if x®) (A + ) — Bz > 0. We have, by (5.5),

XA+ o) = Br=—Bre A +a(l —e0).
Hence, x®) (A + o) — B > 0if and only if

Z1—o
A —ﬂLe .
a(l —e™ )
Let us define

BrLe =

We have

Thus we divide the case RNRP when x®) (A + o) > 0 into the two subcases 0 <
xB®(A +0) < Br and x®(A +0) > Br and we consider these two subcases
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Response of an oscillatory differential delay equation... 1181

separately as RNRP1 and RNRP2, see Figs. 3 and 4, respectively. The A-intervals
are of the form

Irnrp1 = [max{0, 81}, Z1) N[81, 811 and Irygpa = [max{0, 81}, 71) N (1, 00).
Case RNRP1 The pulse parameters (a, A, o) are such that A < Z; and x(®) (A +
o) € [0, BL). Then x®) is increasing right after the pulse.

Case RNRP2 The pulse parameters (a, A, o) are such that A < Z; and x(®) (A 4
o) > Br. Then x® is strictly decreasing right after the pulse.

Proof of Proposition 5.2 The equation
0=x®(za) =B +a+ (EN(A) = (B +a))e”Ca1=d
together with (5.1) yields

(BL+a)e>! = (B +a —xD(A))e?
= ﬂLezl +ae®. 9.2)

Use A < za 1 anda > 0, 1 > 0 to obtain

and to conclude that zp 1 < Z;.
We have

¥ an+1) =L+ V(A F o) = prye FartTmai),
which by (5.5) can be rewritten as

(A +1) =B+ (—BLe? AT +a(l —e77))e Gartro(Ato)

=B — (ﬂLezl +aeA)e—(ZA,1+r) +a€_(ZA’1+T_(A+o)).
From (9.2) it follows that
X (za141) =L — (BL +a)e " +ae Tt AT 93)
and that the function [max{0,81},Z1) > A +— el A ¢ Ris strictly decreas-
ing, which shows that x(*)(za | + T) is strictly increasing with respect to A €
[max{0, 81}, Z1). Since A + 0 > za 1 andae™ " > 0, we get

xB(a1+1)> B — Bre T =%

Also the function [max{0, 81}, Z1) 3 A = x*») (A 4 o) € R is increasing.
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In subcase RNRP1 the function x(®) is increasing on [A + o, za 1 + 7] while in
subcase RNRP2 it is decreasing on that interval. It follows that in subcase RNRP1,

max x(A)(t) =x(A)(zA,1 +17)>X
IAISISZA1FT

while in subcase RNRP2,

max x(A)(t) =x(A)(A+0) zX(A)(ZAJ + 1) >X.
ZANSESZA1+T

In both subcases max;, | <s<z j+¢ x®)(t) is increasing with respect to A.

Also in both subcases we have 0 < x(A)(t) forza,1 <t < za,1 + 7. It follows
that after t = zo | + T > A 4 o the function x(*) is given by

X(A)(Z) =—Bu + (X(A)(ZA,I +17)+ IBU)e—(l—(ZA,l"r‘L’))

as long as x(®)(t — ) > 0. We obtain a first zero z » of x®) in (za 1 + 7, o), and
forallt > 0, x® (zp 2 +1) = ¥(Z9 + 1) (recall Zp = —7). Then

T(A)=zpa2—Z20=2za2+T.
Moreover,
XA = max & (1) = max x(A)(t)
—T=I=<ZA2 IAISESZA+T

= max{x® (A + o), X(A)(ZA,l + 1)}
>X

is increasing with respect to A in both subcases.
Now the equation

0=x®(za2) = v + (¥ @y + 1)+ py)ers 1T
yields
Buett? = (x®(za1 + 1) + Bu)es T,
Also, from (9.2) and (9.3) we obtain
Bues? = (Br + Bu)e 1t — Bret +a(l —e 7).
Since

Bu+BL—Bre tT=By+x= ﬂUeZz_[max
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Response of an oscillatory differential delay equation... 1183

and 73 — tmax + T = Z2 — Z1, We arrive at
Bre®! + Bue™ = (Br + Bu)e™ . 9.4
Thus

Bued? = Bye® + (BL + Bu)e (e¥21 — i) + a(e — 1)e®
a(Br + Bu)e*

A 2 o _ A :
L ta (e e ~+a(e De” (with (9.2)),

= Bue? +

which implies the formula for T(A) = za 2 + 7, since 2 + 7 = T. O

In the case RPRP we always have x(*) (A 4+ o) > 0, but in the following proof we
need to distinguish between two cases

Case RPRP10 < x®) (A +0) < B, and
Case RPRP2 x») (A +0) > Br.

Proof of Proposition 5.3 Using (5.4)for A+0 <t <za1+7T =Z1 + T = tmax and
(5.5) we obtain
B ai+1) =B+ (XD (A +0) - p)e” @I AT

= BL—Bre " +a(l —e ) GrtTm(AY)

=X 4a(e® — e GHFO+A S 3
and x(A)(zAJ + 1) is increasing as a function of A € Igpgrp. Also x(A)(A +0)is
increasing as a function of A € Igpgp.Incase RPRP1 the function x@® s increasing
on [, %1 + 7] with x®)(r) < Br on this interval, hence max; </ <z ¢ xB®@) =
x®)(Z] + ) < Br. In case RPRP2 the function x®) is increasing on [Z, A +

o] and decreasing on [A + o, Z] + 7], with x®@) > Br on this interval, hence
maxz, <<z, +¢ XA () = x‘*)(A + o) > B. In both subcases,

Cmax  xY@0) =max(x (A +0). x VG + 1)) =2V E 1) > 7
Z1St<z1+7T

and max;, <;<z, 1, x® (¢) is increasing as a function of A € Igpgp.

As xM (1) > 0on (%1, Z1 + ] we have
xX® @) = —py + (VG + 1)+ py)e TEF)

fort > 7z + 7 as long as x@®) (t — ) > 0. It follows that there is a smallest zero za 2
of x®) in (3] + 1, 00), and

X(A)(ZA,Z +1)=x(zo+1t) forall t+>0.
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This yields
T(A) = (za2+ (@1 —20) —Z1=za2+T.
Moreover,

XA = max Pacy (1)
Z1=t=za 2+(Z1—Z0)

= max x(A)(t)
Z1St<Z1+t

max{x® (A +0), x MG + 1)) > %

is increasing as a function of A € Igpgp,and x, = x.
Recall tp.x = Z1 + 7. From

0=xP@a2) = —Bu + (x (tmax) + ) e F227 1m0
we get
Buets? = (x™ (tmax) + Bu)e™> = (X + By)e™ +a(e” — e,
Since (X + By)e'™> = Bye?2, we conclude that
Bued? = Bye +a(e” — 1)e™.

For the cycle length we obtain T(A) = za2+ 7> 22+ 7 = T and the formula for
T (A) follows. O

Proof of Remark 5.1 1. Letd; > 0. We first show that the expressions defining 7'(A)
in Proposition 5.1 and in Proposition 5.2 yield the same value for A = §;.
Consider the argument of In in (5.8). We have

a(e” — l)eA*b a(BL + y)e™ 172 (A1

Bu Bu(BL +a)

_22 ~
= s w (B @ =D+ Bt pu)en)e® = (B + ™).

From (5.6) for §; it follows that
Bre’ +a(e” —1) = pre’ ™,
which gives

(BL +a)(e® — 1) = Bret ™ — ;.
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Response of an oscillatory differential delay equation... 1185

Since
—BL + (BL + Bu)e” =" (Bu +X) = Pye T,
we obtain

+5-2
ae’ — 1 sz n a(Br + By)e' 172

)
Bu Bu(BL + a)

-2 . R N -
= D ?; gy ((ﬁLe“_‘?‘ + Bue et — (Bt + ﬁue“)) :
upL
which for A = §; becomes
aefiz - - ~ ~ a(e(SﬁZl -1
X101 L B R e“l + Brre®? ) — .
et (4 pue™ et — (pre® + fue)) = =
We have
PN BL L _BitaE -
Bre® +a(e® —1) Bre® +a(e® —1)°
which leads to
a@ -1 aE” -1 a(e” - D sz,

Br+a  Bre® +a” —1) BL

and shows that the formulae for 7 (A) from Propositions 5.1 and 5.2 yield the
same value for A = §; > 0. From (5.7) of Proposition 5.1, this value is strictly
less than 7.
2. By continuity, we infer T (A) < T for A close to §; > 0.
O

Proof of Proposition 5.4 Since x®) (1) > 0forZ; <t < A4+candZj+7 < A+o
we obtain that on [A + o, 00),

M@y = —By + (x(A)(A +o)+ ,BU)e_(’_(AJ“’)) aslongas 0 <x™(r—1).
As —By < 0 there is a smallest zero za » of x®) in [A + o, 00), and
xM@ar+1) =FG+1) forall t>0.
It follows that
T(A)=zpa0+ G —Z2) —Zi=zan+T -2 =za0—Z20=2a2+T.

Moreover, xp = x& )(tmax) ifA < 82 (in which case x@® s decreasing on [fmax, A+
o]), while for A > 52 the function x®) is increasing on [fmax, A + o] and Xp =

@ Springer



1186 M. C. Mackey et al.

x®(A +0) > x®)(tnax) > X. Hence Xo > ¥. Obviously, x, = x. Also, X4 is
strictly decreasing as a function of A € Igprp, see (5.10).
From

0=xMan) =—pv + (XD (A +0) + y)e a2 (BFo)
it follows that

Bues? = (x(A)(A +0) +,3u)€A+U
= (Bue™ AT fa(l —e7))eP 7 (see (5.10))

= IBUeiz +a(e® —1)e.
Hence za 2 > 72, and thereby
T(A) =zpn+t1>%0+1=T
Furthermore,

T(A)=zpan+1=T+z00—12

- o _ 1)elA—22
:T+]n 1+a(€—)e ,
Bu

Irprp 2 A—T(A)eR

and the map

is strictly increasing. O
Proof of Proposition 5.5 From XB(A +0) <0 < x® (1ax) We know that xA)
is strictly decreasing on [fmax, A + o]. It follows that there is a single zero in this
interval, which is given by
0=x®(a2) =—Bv+a+ (x™ tma) + v — a)e”Ea 27,
or equivalently,
(Bu — @2 = (x D (tmax) + Bu — a)e"™.

Also,

(Bu —a)e®? = (x +a(l — eAmimay 4 By — a)e™m»

= (X + By)e™ — ae®,

and we arrive at )
(Bu — a)e™™? = Bye™? — ae®. 9.5)
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Response of an oscillatory differential delay equation... 1187

Since By > a weinferthatthemap Irpry 2 A 8278 e Ris strictly decreasing.
Wehave zp o < A4+0 <zap+r71,andon[A+0,za2 + 7],

X)) = =By + (x (A + o) + y)e AT

is strictly decreasing and negative because we have x®(A+o)+ Bu > 0from (5.10).
It follows that x4 is strictly increasing on [z 2 + T, 00) as long as x(*) (r — 1) < 0.
There is a smallest zero za 3 of x®) in this interval, and

X(A)(ZA,3 +1)=x(Z1+1t) forall >0,
T(A)=2za3— 21,
XA = X(A)(tmax) > X,

XA = X(A)(ZA,Z +1).
We compute
1y =xNG@ap+ 1) = =Py + (DA +0) + py)e (a2tT (A1)
and use
(A +0)+ By =Bue? BT a1l —e ) >0
from (5.10). This gives
X\ =—Pu+ (ﬁUeEz _ aeA)e*(ZA,z‘Ff) + e~ (Ga2tT=(A+0))

With (9.5) we obtain

xp = —PBu + (Bu — a)e T + ae"(Gaatr—(a+0)

= —Bu +PBue " +ae (e ArTATT ),
Since A + o > za 2 we conclude that
xXp > —Pu+Pue " =x.
We turn to the cycle length 7(A) = za 3 — Z1. The equation for za 3, namely,

0=x™(za3) = B+ (™ (a2 +7) = fr)e (as-Cain)
= B+ (xy — Brye (437 Gazte)
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yields

BLest = (B — xp)e™ 1T

= (BL + Bu)e™2 2t — (Bye™ — ae) — aet T

(with the formula for x, and (9.5))

= (BL + Bu)e 22t — Bye® —a(e” — 1),
Since 73 = Zp + 7 + Z1, we have

BLe™ + pye™ = (Bre’ + pye e

= (BL + Pu)e™™T,
which gives
BLe®>d = Bre® + (BL + Bu)e’ (627 — e?) —a(e” — 1)e™.
Now use (9.5) again to obtain

5 aBL+ Pule’

by —a (e® — ) —a(e” — e?,

Bre®®? = Bre

which implies the formula for 7' (A). We have

BL+Bv) + BLe T + (By — a)e® +a
— "+ — 1= .
Bu —a Bu —a

Thus, the map Igpry A — T(A) € Ris strictly decreasing, since Sy > a. m]

Proof of Remark 5.2 1. We first show that the expressions defining 7' (A) in Propo-
sition 5.3 and in Proposition 5.5 (Egs. 5.9 and 5.13 respectively) yield the same
value for A = §,.

Consider the argument of In in (5.13) of Proposition 5.5. We have

a(e’ — 1)eA,21,f a(B + By)e ™ A7

BL BL(Bu —a)

ael—-T

= m((ﬁU —a)e” — 1D+ (B + ﬂU)et)

Note that from the definition of §; it follows that
Bue® —a(e” — 1) = Bye™ >,
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which gives

(Bu —a)(e® — 1)+ (Br + Bu)e™ = Bue® —a(e” —1) + (B — x)e”
= Bye % 4 Brelm

and leads to

a” =) az-f  aBLt Bue PAD

BL BL(Bu —a)

—Z1 .
= %((ﬂmﬁr—az + Bret T2)e® — (B + ,BU))~

Observe that for A = §; we have

-1

(ﬂue—f—Sz _I_IBLefl—iz)eA — ﬂUe_T +,3L€ZI+32_22-
Using this we obtain that for A = §5,

a(e — 1) azi | 9Bt B sy )

a
BL BL(Bu —a) -~ (Bu—a)
We have

(662_22 - 1.

a (682—22 —1) = a ( Bu _ 1)

(Bu —a) (Bu —a) \Pue® —a(e® — 1)

_ a(e® — 1)

T Bue® —a(e’ —1)
RGeS

Bu

Thus, the formulae (5.9) and (5.13) from Propositions 5.3 and 5.5 are the same for
A = §;. Since

a1 4,
Bu
we also deduce that the value given by both equations for A = §; is strictly larger

than 7. ~
2. By continuity, we infer T (A) > T for A close to &5. O

<0

Proof of Proposition 5.6 From 0 < x® (@) on [tmax, A + o] we infer that x(®)

decreases on [A + o0, 00) as long as x®)(t — 1) > 0. This yields the existence

of a smallest zero za 2 in [A 4 o, 00), and x® @ 4+ Za2) = X(t +zp) forallr > 0.
Hence

T(A)=zpa2+3—22—21 =ZA,2+f—Zz=ZA,2+t.
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We have
—Bu + (x(A)(A +0)+ ﬂU)e_(ZA’Z_(A+U)) -0
and conclude that

Bue? = (x'M(A +0) + By)et
— (ﬂUeZZ—J—A +a(1 _ e—o'))eA-‘rU

= Bue® +a(e” — 1)e”,
which implies (5.9), the desired formula for 7'(A). O
Proof of Proposition 5.7 Since [A, A + o] C (tmax., f‘) we have
Xy =—py+a+ (xM @A)+ By —a)e ™ on [A,A+0].

Using x®)(A) 4+ By — a > 0 we see that x(®) is strictly decreasing on [A, A + o],
and has a unique zero za 2 in [A, A + o), which is given implicitly by

0=x®(zan) = —Bu +a+ (P (A) + By —a)e 27,
Combining this with (5.2) gives
(Bu — a)e®™? = Bye® — ae®,
which is the same as (9.5). As za 2 > A we infer
Bu(e®>? — e2) = a(e™?> — ) = 0.

Hence za 2 > Z».Since x®)(A) > Oand By > a,themap[A, A+o] 31+ xD) (1)
is strictly decreasing. The rest of the proof is the same as the proof of Proposition 5.5
starting after (9.5). O
Proof of Proposition 5.8 1. We have x()(Z,) = 0, and the function x®) is strictly

decreasing on [Z2, A], monotone on [A, A + o] with x®@)y <0forA <t <

A + o, and strictly decreasing on [A + o, T]. It follows that x(®) is strictly

increasing on [T, o0) as long as x»)(r — 7) < 0. This yields a first zero z4 3 of
x@® in [T, 00) and x® (za 3 + 1) = X(Z] + 1) forall £ > 0, and thus

T(A)=za3+(Z2—21)—22 =23 — 21,
x, = min{x ¥ (A), xN(D)},

and

=l

>
Il
=l
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Observe that

xN(T) = =By + Bue ™ +a(e” — et T

=x+a(e — l)eA_f > X.

Using this and x*)(A) = #(A) > x we have x, > x. The equation
0=x®(za3) = fr + (x@(T) — pr)e@o3=D
is equivalent to
Bre? = (B — x(A)(T))ef,
which gives

Bretdd = (B + Bu)e! — (Bue ™ +a(e” — et T)el
= (BL + Bu — Bue Vel —a(e” — 1),

We have 8; + By — Bue " = Bre®! and we conclude that
Breid? = ﬂLeZ1+r+Zz —a(e” — l)eA,

from which we obtain (5.14) for T(A) = zao 3 — Z1.
2. Observe that for every A € Ipypy We have

xBN(T) — 5(A) = g(A)
with the strictly increasing function
g R5 A a(e” — DA T 4 pye™™ — pe* R

which has a single zero at A = 3§ since g(A) > —oc0as A — —o00, g(A) - 00
as A — 00, and g(A) = 0 if and only if

Bu (=22 — BueT=2 —a(e” — 1)e” =0,

or equivalently,

~ 1 1 ae® — 1)ef
erA:_+J_+¥

2V Bu
_ Bu+ B +4au(e” — Der
B 2By '
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For A <8 in Ipypy we have g(A) < 0, hence
xp = min{F(A), xM(T)} = xA(D),

and the formula (5.10) for x®)(T') in Part 1 above shows that in case Irypy N
(—00, §) # ¥ the map

Ipnen N (—00,8) 2 A x, € R
is strictly increasing. For A > §in IpNpy We get 0 < g(A), hence
x4 =min{E(A), xM(T)} = £(A),
and we see that in case Irypy N (3, 00) # () the map
Ienen N (8, 00) 2 A> x, €R

is strictly decreasing. O

Proof of Remark 5.3 The strictly increasing function g from the previous proof satis-
fies

g(@) =a(e® —De "+ Pye " —1)
<Bu((e® —De " +e T —1) (with a < Bv)

=Pu® " =1
<0 (sinceo <71)

and

g(T —o)=a(e® —1)e ® + Bye * — IBUeiszJm -0

if and only if Bye®™" < a. By the intermediate value theorem the only zero Sof g

belongs to the interval (22, T — o) in case Bue® T < a.Otherwise § > T —o. O

Proof of Proposition 5.9 From 0 > x(®)(A +¢) > x®)(T) we obtain x®) (1) < 0
on (zZ2, A 4+ o]. It follows that on [A + o, c0) the function x ) s strictly increasing
as long as x™) (1 — 1) < 0, and there is a smallest zero z4 3 of x®) in [A + o, 00).
Moreover, x®)(za 3 + 1) = ¥(Z; + ) for all # > 0, hence

T(A)=za3+@2—21) —22=2A3 — 21,

and

xp =x(T) > x,
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and XA = X. As the map [f" — 0, f‘) 5 A x(A)(f) € R is strictly decreasing we
infer that also the map Irygpy > A +— x, € Ris strictly decreasing.
From

0=xM(zas) = pr+ (D (A +0) = pr)eFasm0r)

we obtain
Bre®? = (B — x® (A + O’))€A+G
= (B — B+ Bret = AHD _a(1 — ¢70))eAH
— ﬁLeZI+f _a(eo' _ 1)€A,
and the formula for 7 (A) = za 3 — z1 follows. O

Proof of froposition 5.10 We have x‘®)(r) < 0 on (%2, f], and there is a first zero of
x®)in (T, A + o], which is given by

0= x(A)(ZA,3) =pL+a+ (x(A)(f) —(BL + a))e—(ZA,S—f)’

or equivalently,

(BL+a)es3 = (B +a —x ™ (T))eT
=Br+a—(x+a-— aeA*T))ef
= (B — v’ +ae®
— ,8L621+T +aeA.
Incidentally, this shows that the map Iryrp > A — za3 — A € R is strictly
decreasing.

On [za.3, A + o] the function x(®) is strictly increasing. Since x®(r — 1) < 0
on (Z2,za3), we infer that x®) is strictly increasing on [za.3.2A,3 + T]. Hence
0 < x®() on (za3,2A,3 + ). This implies that x®) is strictly decreasing on
[za3 + T,00) as long as x® ¢ — 1) > 0, and that there is a first zero ZA 4 In
(za.3 + 7, 00). We obtain x®) (za 4 + 1) = X(Zp + 1) for all t > 0, which yields

T(A) =za.4 — 22,
x, = min{Z(A), x*(T)} > x, and
XA = x(A)(ZA,3 + 7).

As in the proof of Proposition 5.9 we infer that the map Irygp > A — x, € Riis
strictly decreasing.
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From the formula for x(*) (A + o) we obtain

2 @as+ 1) =B+ (DA + o) = pr)emEaatTTATD

— B — ﬂLe21+T—(ZA,3+r) T a(e® — 1)ele Gastn),
which can be rewritten as

Xa=pBL— (ﬁLezl+f +aeP)em (a3t 4 gt tA = (RastD)

Hence,
XA =Br — (BL +a)e T +ae®theEastD)
=Xx+4+ae * (ea+A—ZA.3 -1
> X

We also know that the map Iryrp 2 A — XA € Ris strictly increasing.
From

0=xMaa) = =B + (¥ @as+ 1)+ py)e”FasTlait)
we have
Buet™s = (Br + Bur)e® ™ — Bt *T +ae” — e,
Use (9.4) to obtain
IBL621+T + ﬂUe22+T — (B + ﬂU)er+21+T

which, combined with the previous equation, gives

Buess = ByetT 4 (B + Bu)e” (e85 — eZ'Jj) +a(e” — e,
Now the formula for za 3 leads to

o+l a(BL + Bu)e*

(et =T hale — et

Pues* = Bye

which yields the formula for T (A) = za 4 — 22. O

References

Aapro MS, Bohlius J, Cameron DA, Dal Lago L, Donnelly JP, Kearney N, Lyman GH, Pettengell R, Tjan-
Heijnen VC, Walewski J, Weber DC, Zielinski C (2011) 2010 update of EORTC guidelines for the
use of granulocyte-colony stimulating factor to reduce the incidence of chemotherapy-induced febrile
neutropenia in adult patients with lymphoproliferative disorders and solid tumours. Eur J Cancer
47(1):8-32

@ Springer



Response of an oscillatory differential delay equation... 1195

Andersen H, Johnsson A (1972a) Entrainment of geotropic oscillations in hypocotyls of helianthus annuus-
an experimental and theoretical investigation. Physiol Plant 26(1):52-61

Andersen H, Johnsson A (1972b) Entrainment of geotropic oscillations in hypocotyls of heliunthus annuus-
an experimental and theoretical investigation. Physiol Plant 26(1):44-51

Apostu R, Mackey MC (2008) Understanding cyclical thrombocytopenia: a mathematical modeling
approach. J Theor Biol 251:297-316

Barni S, Lorusso V, Giordano M, Sogno G, Gamucci T, Santoro A, Passalacqua R, Iaffaioli V, Zilembo
N, Mencoboni M, Roselli M, Pappagallo G, Pronzato P (2014) A prospective observational study
to evaluate G-CSF usage in patients with solid tumors receiving myelosuppressive chemotherapy in
Italian clinical oncology practice. Med Oncol 31(1):797

Bennett C, Weeks J, Somerfield MR, Feinglass J, Smith TJ (1999) Use of hematopoietic colony-stimulating
factors: Comparison of the 1994 and 1997 American Society of Clinical Oncology surveys regarding
ASCO clinical practice guidelines. Health Services Research Committee of the American Society of
Clinical Oncology. J Clin Oncol 17:3676-3681

Bodnar M, Fory$ U, Piotrowska MJ (2013a) Logistic type equations with discrete delay and quasi-periodic
suppression rate. Appl Math Lett 26(6):607-611

Bodnar M, Piotrowska MJ, Fory$ U (2013b) Existence and stability of oscillating solutions for a class of
delay differential equations. Nonlinear Anal Real World Appl 14(3):1780-1794

Bodnar M, Piotrowska MJ, Fory$ U (2013c) Gompertz model with delays and treatment: mathematical
analysis. Math Biosci Eng 10(3):551-563

Canavier CC, Achuthan S (2010) Pulse coupled oscillators and the phase resetting curve. Math Biosci
226(2):77-96

Clark O, Lyman G, Castro A, Clark L, Djulbegovic B (2005) Colony-stimulating factors for chemotherapy-
induced febrile neutropenia: a meta-analysis of randomized controlled trials. J Clin Oncol 23:4198—
4214

Colijn C, Mackey M (2005) A mathematical model of hematopoiesis: 1. Periodic chronic myelogenous
leukemia. J Theor Biol 237:117-132

Colijn C, Dale DC, Foley C, Mackey MC (2006) Observations on the pathophysiology and mechanisms
for cyclic neutropenia. Math Model Natur Phenom 1(2):45-69

Colijn C, Foley C, Mackey MC (2007) G-CSF treatment of canine cyclical neutropenia: A comprehensive
mathematical model. Exper Hematol 35:898-907

Dale D, Bonilla M, Davis M, Nakanishi A, Hoammond W, Kurtzberg J, Wang W, Jakubowski A, Winton E,
Lalezari P, Robinson W, Glaspy J, Emerson S, Gabrilove J, Vincent M, Boxer L (1993) A randomized
controlled phase iii trial of recombinant human granulocyte colony stimulating factor (filgrastim) for
treatment of severe chronic neutropenia. Blood 81:2496-2502

Dale DC, Hammond WP (1988) Cyclic neutropenia: a clinical review. Blood Rev 2:178-185

Dale DC, Mackey MC (2015) Understanding, treating and avoiding hematological disease: better medicine
through mathematics? Bull Math Biol 77(5):739-757

Dale DC, Cottle CJ, Fier CJ, Bolyard AA, Bonilla MA, Boxer LA, Cham B, Freedman MH, Kannourakis G,
Kinsey SE, Davis R, Scarlata D, Schwinzer B, Zeidler C, Welte K (2003) Severe chronic neutropenia:
treatment and follow-up of patients in the severe chronic neutropenia international registry. Am J
Hematol 72:82-93

Diekmann O, van Gils SA, Verduyn Lunel SM, Walther HO (1995) Delay equations. Functional, complex,
and nonlinear analysis, Applied Mathematical Sciences, vol 110. Springer, New York

Doi M, Ishida A, Miyake A, Sato M, Komatsu R, Yamazaki F, Kimura I, Tsuchiya S, Kori H, Seo K,
Yamaguchi Y, Matsuo M, Fustin JM, Tanaka R, Santo Y, Yamada H, Takahashi Y, Araki M, Nakao K,
Aizawa S, Kobayashi M, Obrietan K, Tsujimoto G, Okamura H (2011) Circadian regulation of intra-
cellular G-protein signalling mediates intercellular synchrony and rhythmicity in the suprachiasmatic
nucleus. Nat Commun 2:327

Foley C, Mackey MC (2009) Dynamic hematological disease: a review. J] Math Biol 58:285-322

Fortin P, Mackey M (1999) Periodic chronic myelogenous leukemia: spectral analysis of blood cell counts
and etiological implications. Br J Haematol 104:245-336

Forys$ U, Poleszczuk J, Liu T (2014) Logistic tumor growth with delay and impulsive treatment. Math Popul
Stud 21(3):146-158

Glass L, Mackey MC (1988) From clocks to chaos: the rhythms of life. Princeton University Press, Princeton,
NJ

@ Springer



1196 M. C. Mackey et al.

Glass L, Winfree AT (1984) Discontinuities in phase-resetting experiments. Am J Physiol 246(2 Pt2):R251—
R258

Guevara MR, Glass L (1982) Phase locking, periodic doubling bifurcations and chaos in a mathematical
model of a periodically driven oscillator: a theory for the entrainment of biological oscillators. J] Math
Biol 14:1-23

Haurie C, Mackey MC, Dale DC (1998) Cyclical neutropenia and other periodic hematological diseases: a
review of mechanisms and mathematical models. Blood 92:2629-2640

Horikawa K, Ishimatsu K, Yoshimoto E, Kondo S, Takeda H (2006) Noise-resistant and synchronized
oscillation of the segmentation clock. Nature 441:719-723

Israelsson D, Johnsson A (1967) A theory for circumnutations in helianthus annuus. Physiol Plant 20(4):957—
976

Johnsson A (1971) Geotropic responses in helianthus and their dependence on the auxin ratio—with a
refined mathematical description of the course of geotropic movements. Physiol Plant 24(3):419-425

Johnsson A, Israelsson D (1968) Application of a theory for circumnutations to geotropic movements.
Physiol Plant 21(2):282-291

Klinshov V, Nekorkin V (2011) Synchronization of time-delay coupled pulse oscillators. Chaos Solitons
Fractals 44(1-3):98-107

Klinshov V, Liicken L, Shchapin D, Nekorkin V, Yanchuk S (2015) Multistable jittering in oscillators with
pulsatile delayed feedback. Phys Rev Lett 114(178):103

Kotani K, Yamaguchi I, Ogawa Y, Jimbo Y, Hakao H, Ermentrout G (2012) Adjoint method provides phase
response functions for delay-induced oscillations. Phys Rev Lett 109:044101

Krinner A, Roeder I, Loeffler M, Scholz M (2013) Merging concepts—coupling an agent-based model of
hematopoietic stem cells with an ODE model of granulopoiesis. BMC Syst Biol 7:117

Krogh-Madsen T, Glass L, Doedel EJ, Guevara MR (2004) Apparent discontinuities in the phase-resetting
response of cardiac pacemakers. J Theor Biol 230(4):499-519

Lewis J (2003) Autoinhibition with transcriptional delay: A simple mechanism for the zebrafish somitoge-
nesis oscillator. Curr Biol 13(16):1398-1408

Mackey MC (1979) Periodic auto-immune hemolytic anemia: an induced dynamical disease. Bull Math
Biol 41:829-834

Mallet-Paret J, Walther HO (1994) Rapid oscillations are rare in scalar systems governed by monotone
negative feedback with a time lag

Milton JG, Mackey MC (1989) Periodic haematological diseases: mystical entities or dynamical disorders?
J R Coll Phys (Lond) 23:236-241

Munoz Langa J, Gascon P, de Castro J (2012) SEOM clinical guidelines for myeloid growth factors. Clin
Transl Oncol 14(7):491-498

Novicenko V, Pyragas K (2012) Phase reduction of weakly perturbed limit cycle oscillations in time-delay
systems. Phys D 241(12):1090-1098

Palumbo A, Blade J, Boccadoro M, Palladino C, Davies F, Dimopoulos M, Dmoszynska A, Einsele H,
Moreau P, Sezer O, Spencer A, Sonneveld P, San Miguel J (2012) How to manage neutropenia in
multiple myeloma. Clin Lymphoma Myeloma Leuk 12(1):5-11

Piotrowska MJ, Bodnar M (2014) Logistic equation with treatment function and discrete delays. Math Popul
Stud 21(3):166-183

Swinburne J, Mackey M (2000) Cyclical thrombocytopenia: characterization by spectral analysis and a
review. J Theor Med 2:81-91

Walther HO (2014) Topics in delay differential equations. Jahresber Dtsch Math-Ver 116(2):87-114

Winfree AT (1980) The geometry of biological time, Biomathematics, vol 8. Springer, Berlin

@ Springer



	Response of an oscillatory differential delay equation  to a single stimulus
	Abstract
	1 Introduction
	2 The model
	2.1 Scalar delay differential equations
	2.2 A piecewise constant approximation of the nonlinearity

	3 The semiflow of the unperturbed system
	4 Pulse-like perturbations
	5 Computation of the response
	5.1 A pulse during the rising phase
	5.2 A pulse from the rising phase into the falling phase
	5.3 A pulse during the falling phase
	5.4 A pulse from the falling phase into the rising phase

	6 The cycle length map
	7 A therapy plan
	8 Discussion
	Acknowledgements
	9 Appendix: Proofs of the results from Sects. 3 and 4
	Proofs of the results from Sect. 5
	References




