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a b s t r a c t

Granulocyte-colony stimulating factor (G-CSF) is used clinically for treating chemotherapy-induced

neutropenia (low neutrophil levels). Here we present a delay differential equation model for the

regulation of neutrophil production that accounts for the effects of G-CSF. Using a combination of

analysis and numerical simulations, we use this model to study the effects of delaying G-CSF treatment

following chemotherapy for two recombinant forms of G-CSF (filgrastim and pegfilgrastim). We also

examine the consequences of varying the duration of filgrastim treatment. We found that varying

the starting day or the duration of G-CSF treatment can lead to different qualitative responses in the

neutrophil count. These changes can be explained by the coexistence of two stable solutions in the

mathematical model.

& 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Hematopoiesis is the term that refers to the production of
blood cells. This process is initiated in the bone marrow by the
stem cells, which are self-renewing and which can differentiate
and mature to produce all types of blood cells: the leucocytes
(white blood cells or WBCs), the erythrocytes (also known as red
blood cells (RBCs)) and platelets. Production of blood cells is
regulated by cytokines (growth factors) via negative feedback
mechanisms. Erythropoietin (EPO) regulates the production of
RBCs, thrombopoietin mediates platelets production whereas
granulocyte-colony stimulating factor (G-CSF) regulates granulo-
poiesis (production of WBCs).

Neutropenia refers to a condition in which the number of
neutrophils is low.

Neutrophils usually make up 50–70% of circulating WBCs and
serve as the primary defence against infections by destroying
bacteria in the blood. Hence, having a reduced number of
neutrophils makes the body less able to fight infection and this
condition can sometimes become life-threatening. Neutropenia is
said to be severe if the absolute neutrophil count (ANC) is
less than 500 cells per microlitre of blood (or equivalently,
0:38� 108 cells=kg). Severe chronic neutropenia may be present
at birth (congenital neutropenia) or may occur at any stage in life
ll rights reserved.
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(acquired neutropenia). In particular, chemotherapy often causes
neutropenia since it typically attacks cells indiscriminately
regardless of whether malignant or normal. In fact, neutropenia
is one the most frequent side-effects of chemotherapy (Rahman
et al., 1997; Vainstein et al., 2005). Administration of recombinant
forms of the growth factor G-CSF has been shown to stimulate
neutrophil production and is now the standard treatment for
neutropenia. However, the clinical administration schedule of
G-CSF is typically determined by trial and error and it is not clear
if there is an optimal way of giving G-CSF after chemotherapy
(Clark et al., 2005; Bennett et al., 1999).

Some clinical studies have tried to optimize G-CSF timing
following chemotherapy (Morstyn et al., 1989; Meisenberg
et al., 1992; Butler et al., 1992; Fukuda et al., 1993; Koumakis
et al., 1999), but the conclusions vary between studies. The goal of
this paper is to study G-CSF treatment strategies following
chemotherapy using a mathematical modeling approach and
supplemented by numerical simulations.

Over the past decades, mathematical modeling has provided
insight into different aspects of biological system function. Several
mathematical models have been used as tools for better under-
standing the nature of hematopoiesis and hematopoietic diseases
(see Roeder, 2006; Foley and Mackey, 2009 for reviews). Some of
these models are very detailed and aimed at obtaining insight into
biological mechanisms (Rubinow and Lebowitz, 1975; Shochat
et al., 2002; Vainstein et al., 2005). They have several compart-
ments and hence are often high dimensional and contain a large
number of parameters. Other models focus on specific aspects of
neutrophil production. These models can take various forms and
present different levels of details. For instance, they could be
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formulated as partial differential equations (PDE) (Ostby et al.,
2003), delay differential equations (DDE) (Bernard et al., 2003;
Foley et al., 2006) or ordinary differential equations (ODE)
(Panetta et al., 2003; Friberg et al., 2002; Scholz et al., 2005;
Shochat et al., 2007).

Analysis and numerical simulations of such mathematical
models can also provide a way of studying G-CSF treatment
strategies in various contexts. For example, Ostby et al. (2003)
proposed a reaction–diffusion PDEs model for the hematopoietic
reconstitution after high-dose chemotherapy and G-CSF treat-
ment. They investigated the physiological effects of G-CSF on
proliferation rate, maturation rate, mobilization and cell death
relative to engraftment. Scholz et al. (2005) used an ODE model
for computing the time dependent behavior of cell numbers in
each compartment under the influence of poly-chemotherapy and
G-CSF administration. Their model includes self-regulating me-
chanisms that describe the effects of G-CSF administration and
chemotherapy treatment. Shochat et al. (2007) developed a
simple two-dimensional ODE system for the G-CSF-neutrophil
dynamics using an axiomatic approach. They performed a detailed
mathematical analysis to deduce interesting dynamical properties
of the system. Finally, Foley et al. (2006) and Colijn et al.
(2007) used DDE models to propose alternative G-CSF treatment
schedules for cyclical neutropenia. However, in their models,
G-CSF effects were implicitly included through negative feedback
functions.

The model we develop in this paper is a four-dimensional DDE
model coupled with a two-compartment ODE model that
accounts for G-CSF subcutaneous administration. It is distin-
guished from previous DDE models by an explicit modeling of the
effects of G-CSF administration on amplification, maturation and
apoptosis rates. Moreover, the model can reproduce currently
available clinical data for two forms of recombinant G-CSF used in
clinical practice (filgrastim and pegfilgrastim). We use it to study
alternative time schedules for G-CSF following chemotherapy as
well as dynamical aspects of the system.

The paper is organized as follows. First, we review some
aspects of granulopoiesis and present the standard clinical G-CSF
treatment procedures following chemotherapy in Section 2.
Then, in Section 3, we develop a new mathematical model for
neutrophil production that accounts explicitly for G-CSF effects.
This model is then used in Section 4 to numerically study
alternative G-CSF schedules for two forms of G-CSF (filgrastim and
pegfilgrastim). In Section 5, we study some dynamical properties
of the model and conclude with a discussion in Section 6.
2. Background

In this section, we review the basic aspects of granulopoiesis
and discuss how G-CSF is used for treating chemotherapy-induced
neutropenia. We also briefly review previous clinical attempts in
optimizing G-CSF treatment schedules following chemotherapy in
Section 2.2.3.

2.1. Granulopoiesis

Granulopoiesis is the term for the production of granulocytes.
Neutrophils are the most abundant type of granulocytes.
Neutrophil precursors in the bone marrow can be divided into
two pools: the mitotic and the post-mitotic pools. Cells in the
mitotic pool are proliferative and they consist of the progenitor
cells, myeloblasts, promyelocytes and myelocytes. Cells in the
post-mitotic pool are non-proliferative and they act as a reserve
pool (or storage compartment) before entering the blood. They
consist of metamyelocytes and the banded and segmented
neutrophils. Under normal physiological conditions, the transit
time through the mitotic pool is approximately 6 days (Israels
and Israels, 2002). Then, cells are held in the bone marrow in the
post-mitotic pool for about another 6 days (Price et al., 1996)
before being released into the circulation. When G-CSF levels are
increased (either in response to an inflammatory process or by
exogenous administration), the transit times through the mitotic
and post-mitotic pools are reduced (Lord et al., 1989). G-CSF acts
on both precursor and mature cells by stimulating the effective
proliferation of committed granulocytes progenitors (myeloblasts,
promyelocytes and myelocytes), apparently by decreasing apop-
tosis. Administration of exogenous G-CSF is known to increase the
number of circulating neutrophils by increasing the number of
mitotic cells, reducing the maturation time and releasing the bone
marrow storage pool (Israels and Israels, 2002; Lord et al., 1989;
Price et al., 1996).

2.2. Treating neutropenia using G-CSF treatment

G-CSF is a hematopoietic growth factor that stimulates the bone
marrow to increase the production of neutrophils. Thus, this is the
treatment of choice for neutropenia. It is produced naturally in the
body, but recombinant forms of G-CSF (filgrastim (Neupogen),
lenograstim (Granocyte) and pegfilgrastim (Neulasta)) are used as
drugs to accelerate recovery from neutropenia. In this study, we
will only consider filgrastim and pegfilgrastim. They are both G-CSF
analogs produced by recombinant DNA technology. The gene for
human G-CSF is inserted into the genetic material of Escherichia

coli. Recombinant G-CSF produced by E. coli is only slightly different
from G-CSF naturally made in humans. Filgrastim is a small
molecule which is rapidly filtered by the kidney and cleared from
the blood, necessitating daily administrations. The pegylated
filgrastim (pegfilgrastim) is the same molecule as filgrastim but
to which a 20 kDa polyethylene glycol moiety has been added. This
addition changes its pharmacokinetic properties and virtually
eliminates renal clearance. Hence, whereas filgrastim is rapidly
cleared after a subcutaneous dose, pegfilgrastim, a bigger molecule,
has a much longer half life. Therefore, only a single administration
after each cycle of chemotherapy is necessary for pegfilgrastim
instead of a number of daily injections for filgrastim, thereby
reducing cost and inconvenience to the patient.

Other than a difference in their clearance rate, both molecules
have the same effects: they boost the number of neutrophils by
decreasing the apoptosis rates in neutrophil precursors (Hannun,
1997) and thus increasing the effective amplification factor, and
accelerating the transit time through the postmitotic pool (Lord
et al., 1989; Price et al., 1996).

2.2.1. Side effects

Even though G-CSF is a natural substance, a too high
concentration can cause side effects such as bone pain, red and
itchy skin, fever, chills and fluid retention, nausea, vomiting and
diarrhea.

2.2.2. Clinical uses

G-CSF is used clinically to treat neutropenia in several
situations. In particular, since a common side effect of many
chemotherapeutic drugs is a reduction in the number of WBCs,
G-CSF is often given after chemotherapy to elevate the WBC
production. It is usually given subcutaneously (injection under the
skin) because the increase in neutrophil count is higher and the
stimulated duration is longer than with an intravenous adminis-
tration of the same dose (Hayashi et al., 2001). In this study, we
only consider the use of G-CSF following myelosuppressive
chemotherapy on patients suffering from non-myeloid types of
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cancer, e.g. we are assuming that a model of regulation of
neutrophil production can be taken to represent a hematologically
normal individual.

Filgrastim (Neupogen)’s clinical guidance (www.neupogen.
com) for cancer patients receiving myelosuppressive chemother-
apy recommends a starting dose of 5mg=kg=d, subcutaneously.
Doses may be increased in increments of 5mg=kg for each
chemotherapy cycle, according to the duration and severity of
the ANC nadir. Typically, a rapid rise in the neutrophil count is
observed after G-CSF administration, followed by a neutrophil
decrease to low ANC values. After this ANC nadir, the neutrophil
levels then increase. Neupogen should be administered no earlier
than 24 h after the administration of cytotoxic chemotherapy and
it should be administered daily for up to 2 weeks, until the ANC
has reached normal levels following the expected chemother-
apy-induced neutrophil nadir.

The recommended dosage of Neulasta (pegfilgrastim) is a
single subcutaneous injection of 6 mg administered once per
chemotherapy cycle (clinical guidances www.neulesta.com).
Neulasta should not be administered in the period between
14 days before and 24 h after administration of cytotoxic
chemotherapy.
2.2.3. Previous studies on G-CSF administration

In this section, we review previous clinical attempts to
optimize filgrastim administration following chemotherapy.

The use of G-CSF has been proven to be of great utility in
reducing chemotherapy-induced neutropenia. Nevertheless, it is
not clear what would be the best schedule for giving G-CSF
following chemotherapy. A few studies have considered alter-
native G-CSF regimens in order to find optimal G-CSF timing
(Morstyn et al., 1989; Meisenberg et al., 1992; Butler et al., 1992;
Fukuda et al., 1993; Koumakis et al., 1999). However, the results
and conclusions vary from one study to another. There are
basically two main lines of thought concerning the timing of
G-CSF administration. Some authors consider that the duration of
neutropenia and the neutrophil nadir are not significantly
different whether G-CSF is given as early as 24 h or even as late
as 8 days after chemotherapy (Meisenberg et al., 1992; Morstyn
et al., 1989). However, others have concluded that it is preferable
to start G-CSF administration early after chemotherapy treatment
because it reduces the number of infections and hospitalization
days. Next, we briefly discuss the main results of studies based on
these two premises.

In their study on monkeys, Meisenberg et al. (1992) showed
that beginning daily filgrastim (5mg=kg) on either days 1, 3, 5 or 7
after chemotherapy all reduce neutropenia. They demonstrated
that the duration of G-CSF treatment could be reduced consider-
ably by delaying G-CSF initiation. They also observed that early
G-CSF (1 day after chemotherapy) led to a more rapid recovery of
myeloid progenitor cells and an earlier onset of neutropenia than
delayed treatment.

Morstyn et al. (1989) also studied the effects of delaying
filgrastim treatment following chemotherapy and of reducing its
duration of administration. Data in their paper suggests that the
amplitude in the ANC levels in response to G-CSF could vary
depending on the starting day of G-CSF administration. In
particular, maximal neutrophil levels are higher when starting
filgrastim treatment on the day following chemotherapy and
lower when starting 7 days after chemotherapy. Morstyn et al.
(1989) demonstrated that starting G-CSF 7 days after chemother-
apy still has the effect of rapidly raising the ANC levels, although
the neutrophil response is typically of smaller amplitude. They
also concluded that it was not necessary to continue G-CSF for
more than 7 days.
In contrast to these studies, Butler et al. (1992) administered
G-CSF starting on days 4 or 11 during intensive chemotherapy for
breast cancer. They found that patients who were given G-CSF on
day 4 had fewer days of neutropenia, hospitalization and anti-
biotic days while having similar duration the G-CSF treatment.
These results are in agreement with another study by Fukuda
et al. (1993), who also showed that early G-CSF administration
following chemotherapy was more beneficial than late adminis-
tration, when the number of neutropenic days and the depth of
the nadir were considered.

Finally, Koumakis et al. (1999) compared various timing
schedules of G-CSF treatment following chemotherapy. They were
interested in investigating the dependence of the optimal time
(preemptive vs. supportive) of G-CSF initiation on criteria such as
incidence of febrile neutropenia, antibiotic use, duration and cost
of G-CSF administration. Preemptive treatment involves starting
G-CSF shortly after chemotherapy whereas in supportive therapy,
G-CSF is started later and only when neutropenia occurs. The
authors concluded that G-CSF administration shortens neutrope-
nia regardless of the treatment starting day and that no significant
difference was observed among early- and late- treatment groups.
However, the incidence of antibiotic use and febrile episodes was
less when G-CSF was started early (1 or 2 days after chemother-
apy). For these reasons, they recommended preemptive rather
than therapeutic administration of G-CSF for subjects receiving
chemotherapy.
3. Mathematical model

In this section, we describe a mathematical model for
neutrophil regulation and production. This model is divided into
two parts: the main compartment, which models the WBC
production system, and the G-CSF compartment, which models
G-CSF subcutaneous injections. The effects of G-CSF are included
in the main compartment through different functions. This model
will be used in Section 4 to study the effects of different schedules
of G-CSF following chemotherapy.

3.1. Description of the main part of the model

We consider a model with five compartments. Let mðt; aÞ, sðt; aÞ,
pðt; aÞ, nðt; aÞ and wðt; aÞ be the population densities at time t and
age a of proliferative stem cells, resting (G0) stem cells,
proliferative precursors cells, non-proliferative precursors and
circulating WBCs, respectively (see Fig. 1). We make the following
assumptions:
1.
 Apoptosis: We assume that in each of these compart-
ments (except for the G0 stem cell compartment), there is a
random loss of cells due to apoptosis, at a rate denoted by
gs; gp; gn and gw for the proliferative stem cells, proliferative
precursors, non-proliferative precursors and circulating neu-
trophils, respectively. We assume that all of the apoptosis
rates except gw depend on the G-CSF concentration GðtÞ. Since
G-CSF inhibits the chemotherapy-induced apoptosis (see
Appendix C.1), we will mimic the action of G-CSF following
chemotherapy by decreasing the apoptosis rates gS; gp and gN

as a function of G-CSF. We use the following decreasing
bounded functions:

gsðGÞ ¼ ðgmax
s � gmin

s Þ
bs

Gþ bs
þ gmin

s , (1)

gpðGÞ ¼ ðgmax
p � gmin

p Þ
bp

Gþ bp
þ gmin

p , (2)

http://www.neupogen.com
http://www.neupogen.com
http://www.neulesta.com
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Fig. 1. Schema of the main part of the model. See the text for full details as well as

the notation.

C. Foley, M.C. Mackey / Journal of Theoretical Biology 257 (2009) 27–4430
gnðGÞ ¼ ðgmax
n � gmin

n Þ
bn

Gþ bn
þ gmin

n , (3)

where gmin
i and gmax

i are, respectively, the minimum and
maximum values for the apoptosis rates (i ¼ s; p;n) and the bi

are parameters that control the steepness of the function.

2.
 Aging velocity: We assume that the cells in each compartment

age with a certain velocity ViðGÞ; i ¼ m; s; p;n;w. In particular,
we take Vm (proliferative stem cells), Vs (stem cells in G0

phase), Vp (proliferative precursors) and Vw (WBCs) to be equal
to 1. On the other hand, we consider that the velocity for the
non-proliferative precursors compartment (VnðGÞ) depends
explicitly on G-CSF because G-CSF is known to modify the
maturation time of this population (Lord et al., 1989). We
assume that a cell enters the non-proliferative compartment at
age a ¼ 0 and exits this compartment at age a ¼ tn. Hence, if
we increase VnðGÞ, the transit time through that phase will
decrease since it will take less time to go through the
compartment. The aging velocity is related to the transit time
through a given stage. Since we do not have any a priori
information on how G-CSF decreases the time spent in the
non-proliferative precursor phase, we use a simple bounded
relationship:

VnðGÞ ¼ ðVmax � 1Þ
G

Gþ bv
þ 1. (4)

Note that this function is increasing so that the time spent in
the phase is decreased as G increases.
3.
 Differentiation rate: We assume that the differentiation rate
dðWÞ from the resting G0 stem cell compartment to the
proliferative phase depends on the number of circulating
neutrophils WðtÞ. We use the same decreasing function as in
Colijn and Mackey (2005) ðdðWÞ ¼ f 0ðy1=y1 þWÞÞ. Hence,
when the neutrophil count is low, it increases the differentia-
tion rate dðWÞ.
4.
 Re-entry of G0 phase stem cells into proliferation: Cells in the
resting G0 phase (represented by sðt; aÞ) can either differentiate
at a rate dðWÞ or reenter proliferation at a rate bðSÞ (we will
assume b does not depend on GðtÞ). The function bðSÞ is a
decreasing Hill function ðbðSÞ ¼ k0ðy

2
2=y

2
2 þ S2

ÞÞ. Hence, as the
number of cells in the G0 phase decreases, the proliferation rate
is increased. Cells enter the proliferative phase of the stem cells
at age a ¼ 0 and leave at age a ¼ ts. We assume that before
entering the G0 compartment, the cells divide into two
daughter cells and hence we consider an amplification factor
of 2.
5.
 Amplification factor AðGÞ: Cells exiting the proliferative phase
are amplified by a factor AðGÞ. This accounts for the number of
divisions occurring in the proliferative phase and it depends on
the G-CSF concentration explicitly. Again, as we have no a
priori information on its shape, we assume a bounded
relationship:

AðGÞ ¼ ðAmax � AminÞ
G

Gþ bA
þ Amin. (5)

From Fig. 1, one can derive a set of PDEs. Using the method
presented in Foley and Mackey (2009), we can integrate each
equation and express the model as DDEs for the total cell
population numbers SðtÞ, PðtÞ, NðtÞ and WðtÞ. The complete
derivation of the PDE and DDE models are presented in Appendix
A and yields the following DDEs system:

dS

dt
¼ 2bðSts ÞSts exp

Z ts

0
�gsðGðtÞÞdt

� �
� ½bðSÞ þ dðWÞ�S, (6)

dP

dt
¼ �gpðGÞP þ dðWÞS� dðWtp ÞStp exp �

Z tp

0
gpðGðtÞÞdt

� �
, (7)

dN

dt
¼ � gnðGÞN þ VnðGÞdðWtp ÞStp exp �

Z tp

0
gpðGðtÞÞdt

� �

� AðGÞ � AðGt̄n Þ � exp �

Z t̄n

0
gnðGðtÞÞdt

� �� �
, (8)

dW

dt
¼ � gwW þ AðGt̄n ÞdðWtp ÞSt̄p

� exp �

Z tp

0
gpðGðtÞÞdt �

Z t̄n

0
gnðGðtÞÞdt

� �
. (9)

A subscript on a variable denotes a temporal delay in that variable
(xt:¼xðt � tÞ).

3.2. Description of the G-CSF model

As it can be seen from the previous equations, many of the
parameters in the system depend on the G-CSF concentration GðtÞ.
Indeed, G-CSF regulates the system in several different ways and,
in particular, it is known to regulate the neutrophil production
through a negative feedback mechanism.

The model for G-CSF is similar to the one used in Colijn et al.
(2007). It is a two-compartment model that accounts for
subcutaneous G-CSF injections. The model is illustrated in Fig. 2.
The notation is as follows: X denotes the tissue levels of G-CSF
(units mg=kg(body weight)) and G denotes the circulating G-CSF
concentration (units mg=mL). Note that instead of using concen-
trations for both tissue and blood compartment, we used per body
weight levels for the tissue compartment. Since it is easier to
express the input IðtÞ in terms of quantity, this allows us to get rid
of the parameter representing the volume of tissue compartment.
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Fig. 2. A two-compartment model for subcutaneous administration of G-CSF. IðtÞ is

a step function representing injection of exogenous G-CSF into the tissues. XðtÞ and

GðtÞ are, respectively, the amount of G-CSF in tissues (mg=kg) and the blood G-CSF

concentration (mg=mL). kT and kB are rate constants for exchange between the

blood and tissue compartments. G-CSF clearance rate is given by sNFðGÞ þ gG: See

the text for further details.
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Of course, the corresponding terms need to be scaled
accordingly by the volume of the blood compartment VB in order
to make units of G and X agree in both equations. G-CSF is injected
into the tissue compartment and enters the circulation from there.
It is eliminated through saturable and unsaturable mechanisms.
The saturable mechanism involves the G-CSF receptors on
neutrophils whereas the unsaturable process mainly involves
kidneys.

From Fig. 2, one can write down the dynamic equation for the
G-CSF compartment:

dX

dt
¼ IðtÞ þ ktVBG� kBX, (10)

dG

dt
¼ Gprod þ

kBX

VB
� kT G� ðgG þ sWFðGÞÞG. (11)

The first equation represents the rate of change of G-CSF in
tissues. IðtÞ is the input from exogenous G-CSF given subcuta-
neously, VB is the volume of the blood compartment and kT and kB

are rate constants for exchange between the blood and tissue
compartments. The rate of change of G-CSF concentration in blood
is expressed in the second equation, where Gprod is the fixed G-CSF
production and the clearance is given by gGGþ sWFðGÞG.

Next, we derive expressions for G-CSF clearance and the input
function IðtÞ that models subcutaneous injections.

3.2.1. G-CSF clearance

A number of mathematical models of G-CSF clearance have
been used in the literature. Some authors used Michaelis–Menten
kinetics to model the combination of saturable and non-saturable
clearance (Kuwabara et al., 1994; Hayashi et al., 2001; Ostby et al.,
2003). Alternatively, one could model the unsaturable clearance
by a first-order process and the saturable G-CSF clearance by
directly treating the binding of G-CSF receptors (Vainstein et al.,
2005). The model we propose here is of the second type.

First, the unsaturable clearance process could be modeled by a
first-order process gGG, where gG is the rate of degradation of
G-CSF by the kidneys. To this, we add an expression for the
saturable G-CSF clearance. Indeed, G-CSF is also removed from the
circulation by binding to free receptors on neutrophils. Let FðGÞ be
the fraction of bound G-CSF receptors, W be the neutrophil
number and s be a binding coefficient of G-CSF to its receptors.
Thus, the number of G-CSF molecules removed from the
circulation through the saturable clearance is given by sWFðGÞ;

where

FðGÞ ¼
G2

G2
þ k

. (12)

The reader is referred to the appendix for further details on the
derivation of the function FðGÞ.

3.2.2. Input function IðtÞ

In this study, we consider subcutaneous administration of rhG-
CSF, which has been shown to lead to a higher increase in
neutrophil count and a longer duration than for intravenous
administration (Hayashi et al., 1999). To model a bolus subcuta-
neous injection (a high quantity of drug injected rapidly in the
tissue), we used a step function of amplitude a and duration s that
is turned on at t ¼ ton. More precisely,

IðtÞ ¼ a � ½Hðt � tonÞ � ð1� Hðt � ðton þ sÞÞÞ�, (13)

where HðtÞ is the heaviside function defined as

HðtÞ ¼
0; tp0;

1; t40:

(

The total quantity given in the bolus injection is easily computed
as a � s.
4. Numerical simulations

In this section, we numerically integrate the mathematical
model and study the effects of two forms of G-CSF (filgrastim and
pegfilgrastim) following chemotherapy. For more details about
the numerical methods, the reader is referred to Appendix D.

4.1. Simulating filgrastim effects following chemotherapy

The use of cytotoxic drugs is considered as a standard
treatment for cancer. There are many chemotherapeutic agents
and several of them have been shown to induce apoptosis in
cancer cells as well as in healthy cells (see Hannun, 1997 for a
review). Moreover, the apoptosis induced by cytotoxic agents can
be inhibited by hematopoietic growth factors, such as G-CSF
(Lotem and Sachs, 1992). In this section, we use the model to
study the effects of daily G-CSF (filgrastim) on subjects suffering
from non-myeloid malignancies who have undergone chemother-
apy. First, we present the numerical method used for simulation
in Section 4.1.1. Then, we use our model to study the effects of the
starting day of G-CSF treatment following chemotherapy (Section
4.1.2) and of the duration of G-CSF treatment (Section 4.1.3).

4.1.1. Numerical method

From a modeling point of view, the effects of chemotherapy
and G-CSF treatment are mimicked through the functions
AðGÞ;VnðGÞ; gsðGÞ; gpðGÞ and gnðGÞ. As explained in Section 3, G-
CSF increases the amplification factor, decreases the transit time
in the postmitotic pool (increases aging velocity Vn) and decreases
the apoptosis rates in the stem cells (gS) and in the neutrophil
precursor cells (gN and gP).

To numerically simulate the effects of G-CSF following
chemotherapy, we start from the stable steady state found that
represents cancer (Appendix D.1). Then, we increase the values of
gs; gp and gn to their maximum values gmax

i ði ¼ s; p;nÞ to mimic the
effects of chemotherapy. The administration of exogenous G-CSF
is explicitly expressed by changing the input function IðtÞ, which
then affects the amplification AðGÞ, the aging velocity VnðGÞ and
the apoptosis rates gsðGÞ; gpðGÞ and gnðGÞ. The parameters used



ARTICLE IN PRESS

C. Foley, M.C. Mackey / Journal of Theoretical Biology 257 (2009) 27–4432
after chemotherapy are the same as in healthy/cancer subjects
(Appendix D.2). Finally, note that since it is recommended that G-
CSF be started at least 24 h after chemotherapy, we gradually
decrease the apoptosis rates between the end of chemotherapy
and the beginning of G-CSF treatment. We use decreasing linear
functions of the type giðtÞ ¼ ðgmin

i � gmax
i Þt=8þ gmax

i for i ¼ s; p;n.
The factor 8 in the slope of the linear functions was chosen
because a study in monkeys (Meisenberg et al., 1992) reported an
average period of 8 days for recovery of the ANC following
chemotherapy.

In the next sections we use our model to study the timing of
filgrastim administration with respect to the starting day of
administration and the duration of treatment.

4.1.2. Effects of varying the starting day of filgrastim treatment

As discussed above, it has been suggested that delayed
initiation of filgrastim could successfully reduce neutropenia
while being cost-effective. Using our mathematical model, we
found that changing the starting day of filgrastim administration
could result in important qualitative changes in the ANC levels.
Fig. 3 shows the effects of starting filgrastim 1 day and 8 days after
chemotherapy. Note that, as in Morstyn et al. (1989), our model
leads to very different responses in the ANC levels. Early
administration of filgrastim results in a large response in the
neutrophil levels, followed by a decrease to low ANC. Filgrastim
was simulated to stop when the neutrophil levels were back to
normal following this nadir. Conversely, initiation of filgrastim 8
days after chemotherapy lead to a very different qualitative
response. Neutrophil levels increased but remained relatively
stable around normal levels during G-CSF treatment without
falling to very low values (see Fig. 3). Starting G-CSF one week
after chemotherapy leads to a reduced maximum ANC during
G-CSF treatment (about half of the maximum ANC value when
starting G-CSF the day following chemotherapy) (see Fig. 4).
Interestingly, delaying filgrastim of one week also coincides
with higher neutrophil nadir during filgrastim treatment
(approximately twice the nadir value compared to starting
treatment on day one). These results are in agreement with those
reported in Morstyn et al. (1989). They suggest that late G-CSF
administration following chemotherapy should be efficient in
0 5 10 15 20
10−1

100

101

102

10−1

100

101

102

N
eu

tro
ph

ils
(x

10
8  

ce
lls

/k
g)

N
eu

tro
ph

ils
(x

10
8  

ce
lls

/k
g)

0 5 10 15 20

Chemo CFilgrastim

FilgrastimChemo

Fig. 3. Simulation of two cycles of chemotherapy and daily filgrastim (5mg=kg). Top

treatment until the neutrophil levels reach normal values following the expected nadir. B

of 11 days. Changing the starting day of treatment can lead to different responses i

neutropenia (0:38� 108 cells=kg) and a normal neutrophils level (2:5� 108 cells=kg).
reducing the neutropenic period, provided that neutropenia does
not occur prior to the start of treatment. However, this solution is
not suitable if the neutrophil levels are very low between the end
of chemotherapy and the starting day of G-CSF treatment. Since
the ANC increases rapidly after filgrastim administration, these
results also suggest that filgrastim could be efficiently used as
supportive treatment, i.e. starting G-CSF only at the onset of
neutropenia. Moreover, this could result in a more stable ANC
response and avoid the typical decrease in neutrophil count.

However, we do not take into account the use of antibiotics in
this model, which is a criterion that was in favor of a preemptive
treatment in the study by Koumakis et al. (1999). Also, in a clinical
setting, there are several factors to consider when administering
G-CSF to patients, such as the type of cancer, the intensity of
the chemotherapy, the age and general health of the subject, the
history of febrile neutropenic episodes, etc. All these factors can
influence the response to filgrastim treatment. Therefore, our
results should be looked at from a qualitative point of view. Our
model suggests that two different types of response (large
amplitude followed by low nadir and a relatively stable ANC)
can be obtained by filgrastim administration. We believe that this
may be due to the existence of multiple stable solutions in the
system (see Section 5). In conclusion, modifying the initiation of
treatment after chemotherapy could be beneficial. Indeed, since
the primary goal of G-CSF administration is to reduce the number
of days where severe neutropenia occurs, the fact that changing
the starting day of filgrastim can lead to higher ANC nadir and
avoid the typical decrease in neutrophil count is certainly a great
improvement.

4.1.3. Effects of varying the duration of filgrastim treatment

In this section, we study the effects of varying the duration of
filgrastim treatment. Since clinical guidelines suggest starting
filgrastim on day 1 and stopping its administration when the
neutrophil levels are back to normal values following the expected
nadir, we chose to always simulate the start of filgrastim on the
day following chemotherapy and only vary the end of G-CSF
treatment.

Fig. 5 shows the simulation when filgrastim is given for 4, 8
and 12 days. When starting treatment on day 1, one can see that a
25 30 35 40 45 50
days
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rapid rise in neutrophil occurs, followed by the decrease and a
second increase in ANC. The amplitude of this second increase as
well as the depth of the expected nadir vary with the length of
treatment. For each duration of filgrastim from 1 to 14 days, we
computed the nadir and maximum neutrophil counts of the
second ANC increase over two cycles of chemotherapy (see Fig. 6).
We found that the longer the treatment, the higher are the
maximum neutrophil levels. More interestingly, depths of the
nadir are similar for treatment duration of more than 8 days. With
this model, administering filgrastim for 8 days correspond to
stopping it just before the expected neutrophil nadir whereas
ending G-CSF when ANC are back to a normal after the nadir
corresponds to a duration of 12 days of treatment. Therefore, our
simulations suggest that the duration of filgrastim therapy could
be reduced by stopping treatment when the nadir is reached,
instead of waiting for the ANC to get back to normal levels. This
reduction in the amount of filgrastim would not only reduce the
cost of treatment and the side-effects due to filgrastim, but also be
as effective as the current treatment scheme.
It is worth noting that only one day of filgrastim given the day
following chemotherapy leads to a reduced increase of the ANC
and a higher neutrophil nadir, as shown in Fig. 7. As in the case of
delayed treatment discussed above, the ANC response remains
relatively stable around normal values, without falling down to
very low neutrophil levels. We make the hypothesis that this
reflects the existence of another stable solution in the system.
From a mathematical point of view, many factors influence the
response of the model, among which the historical values of all
variables (stem cells, precursors, neutrophils) as well as the choice
of parameters. Therefore, even though our model predicts the
existence of such solution and suggests that only one day of
filgrastim could be successful in managing chemotherapy-in-
duced neutropenia, further investigation would be needed since,
to our knowledge, no data on this are available in the literature.

As one can see in Fig. 6, the nadirs and maximum values with
respect to the duration of treatment have similar behavior for
both cycles, except that the nadirs are lower and maximums are
higher for the second cycle. We do not have a clear explanation for
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that difference. However, since we are mainly interested in the
dynamical properties of the model, we believe that this quanti-
tative aspect is of less importance and focus on the fact that the
same types of variations in nadirs and maximum values hold for
both cycles.
4.2. Simulating pegfilgrastim responses following chemotherapy

In this section, we study the effects of pegfilgratim adminis-
tration following chemotherapy. Recall that clinical guidance for
pegfilgrastim calls for a 6 mg dose no earlier than 24 h following
the chemotherapy treatment. Using the parameters listed in
Table 1, we integrated the model and looked at the effects of a
bolus subcutaneous administration of 100mg=kg (corresponding
to the standard 6 mg dose for a 60 kg subject). As with filgrastim,
we found that modifying the starting day of the treatment can
change the qualitative response of the ANC levels. This was
expected since a number of studies have shown that pegfilgrastim
has the same effects as filgrastim for treating neutropenia
(Holmes et al., 2002; Green et al., 2003; Molineux et al., 1999).
Our model agrees with that. In the first panel of Fig. 8,
pegfilgrastim is given 1 day after the chemotherapy treatment,
resulting in a large ANC response. In the second panel, pegfil-
grastim is administered 8 days (first cycle) and 5 days (second
cycle) after the chemotherapy treatment. The ANC increase is of
less amplitude in the first cycle. Thus, as for filgrastim, the model
predicts that delaying G-CSF administration can result in different
qualitative behaviors (see Fig. 4 for the minimum and maximum
values with respect to the starting day of G-CSF) and potentially
abolish the nadir typically observed after the large ANC rise. This also
suggests that if neutropenia does not occur right after chemotherapy,
delaying G-CSF treatment would be efficient while being cost-
effective (Morstyn et al., 1989 reported data of such situation).
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Table 1
Parameters of the model (steady state values).

Parameter name Value used Unit Sources

Stem cell compartment

S� 1.1 (0.0001–1.1) �106 cells=kg Mackey (2001)

gs 0.05 (0.01–0.20) days�1 Bernard et al. (2003)

gmin
s

0.05 days�1 Calculated

gmax
s 0.20 days�1 Calculated

bs 0.01 – Calculated

ts 2.8 (1.4–4.2) days Bernard et al. (2003)

k0 8.0 (2.0–10.0) days�1 Colijn and Mackey (2005)

y2 0.3 �106 cells=kg Colijn and Mackey (2005)

f 0 0.40 days�1 Colijn and Mackey (2005)

y1 0.36 (0.1–2.0) �108 cells=kg Colijn and Mackey (2005)

Prolif. precursors compartment

P� 2.11 �109 cells=kg Dancey et al. (1976)

gp 0.27 days�1 Mackey et al. (2003)

gmin
p

0.27 days�1 Mackey et al. (2003)

gmax
p 0.45 days�1 Calculated

bp (filgrastim) 0.05 – Fit

bp (pegfilgrastim) 1 – Fit

tp 5 days Israels and Israels (2002)

Amax 20 972 100 Bernard et al. (2003)

Amin 655 100 Bernard et al. (2003)

bA (filgrastim) 0.35 – Fit

bA (pegfilgrastim) 1.05 – Fit

Non-prolif. precursors compartment

N� 5.59 �109 cells=kg Dancey et al. (1976)

gn 0.27 days�1 Mackey et al. (2003)

gmin
n

0.27 days�1 Mackey et al. (2003)

gmax
n 0.45 days�1 Calculated

bn (filgrastim) 0.05 – Fit

bn (pegfilgrastim) 1 – Fit

tN 6 (3.27–8.4) days Price et al. (1996)

Vmax 6 – Calculated

bv(filgrastim) 0.001 – Fit

bv (pegfilgrastim) 0.08 – Fit

Neutrophils compartment

W� 6.9 (4.0–10.0) �108 cells=kg Abkowitz et al. (1988) and Beutler et al. (1995)

gw 2.4 (2.2–2.5) days�1 Bernard et al. (2003)

G-CSF compartment

X� 0.1 mg=kg Colijn et al. (2007)

G� 0 mg=ml Colijn et al. (2007)

VB 76 mL/kg Hayashi et al. (2001) and Colijn et al. (2007)

Gprod 7.2 �10�29 mg=ðml � dayÞ Vainstein et al. (2005)

Filgrastim

kT 1.68 days�1 Hayashi et al. (2001) and Colijn et al. (2007)

kB 9.84 days�1 Colijn et al. (2007)

s 0.72 kg/day Stute et al. (1992), Kearns et al. (1993) and Colijn et al. (2007)

gG 3.36 days�1 Fit

a 1200 mg=ðkg � dayÞ (Calculated)

s 0.0083 day (Calculated)

ton 0.0083 day (Calculated)

k 10 – Fit

Pegfilgrastim

kT 0 days�1 Roskos et al. (2006)

kB 0.32 days�1 Fit

s 0.01 kg/day Fit

gG 1.4 days�1 Fit

a 12 048 mg=ðkg � dayÞ (Calculated)

s 0.0083 day (Calculated)

ton 0.0083 day (Calculated)

k 0.01 – Fit
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5. Bifurcation and multistability

Numerical results from Section 4 suggest that different types of
qualitative behaviors can be observed when performing simula-
tions of the mathematical model. By varying the starting day or
duration of G-CSF treatment following chemotherapy, the model
displayed either a large ANC response followed by low nadir or a
smaller ANC increase that remains relatively stable. We hypothe-
size that this is due to coexistence of multiple stable solutions
(multistability) in the system. Multistability (or bistability in the
case of two coexisting stable solutions) has been shown to explain
different types of biological responses (Angeli et al., 2004;
Ferrell, 2002; Novak and Tyson, 1993; Ozbudak et al., 2004). In
particular, it has been invoked to explain the establishment of
mutually exclusive phases and oscillatory behavior in cell cycle
(Pomerening et al., 2003; Sha et al., 2003), properties of mitogen-
activated protein kinase cascades in animal cells (Ferrell and
Machleder, 1998; Bagowski and Ferrell, 2001; Bhalla et al., 2002),
cell cycle regulatory circuits in Xenopus and Saccharomyces

cerevisiae (Cross et al., 2002; Pomerening et al., 2003) as well as
switch-like biochemical responses in the lac operonand trp operon
(Yildirim and Mackey, 2003; Yildirim et al., 2004; Santillan and
Mackey, 2004; Santillan et al., 2007). It has also been suggested
that bistability could account for oscillations triggered by G-CSF in
non-cycling forms of neutropenia (Foley et al., 2006). In this
section, we study some dynamical aspects of the mathematical
model in order to validate the existence of multistability.

The fact that we obtained different qualitative responses in
our simulations is an indication that the system may undergo
a bifurcation. A bifurcation occurs when a small change in
parameter values (bifurcations parameters) causes a sudden
qualitative change in the long-term dynamical behavior of the
system (the reader is referred to Drazin, 1992; Perko, 2008; Beuter
et al., 2003; Strogatz, 2001 for more details on bifurcation theory
in dynamical systems). To better analyze the dynamical properties
of the model, we first choose a relevant bifurcation parameter
among all the parameters of the model. Since we are interested in
the effects of G-CSF, we consider only the main part of the model
(variables S;P;N; and W , see Fig. 1) and take G-CSF concentration
G as the bifurcation parameter. Recall that the effects of G-CSF are
modeled through the functions AðGÞ, VnðGÞ, gSðGÞ, gpðGÞ and gNðGÞ.
We attempted to compute a bifurcation diagram for the
neutrophil level solutions with respect to G-CSF concentration
G. We used DDEBiftool, a matlab package for bifurcation
analysis of DDE with constant or state-dependent delays.
Although the computation of steady state solutions was success-
ful, numerical problems occurred when computing branches of
periodic solutions. In fact, the system is very complex and it
appears that several branches of periodic solutions (many of
which are unstable) coexist. Moreover, numerical instabilities
made the computation difficult.

Nevertheless, we were able to explore some dynamical aspects
of the DDE model by numerically integrating the main part of the
model and varying G (again considered as a parameter as
explained above). We found that for low concentration of G-CSF
after chemotherapy, oscillatory behavior is observed, indicating
the existence of a locally stable periodic solution. Also, for large
values of G-CSF concentration, solutions settled down a locally
stable steady state. More interestingly, we were able to illustrate
the bistable nature of the system by keeping a fixed value of G and
varying only the initial function (history). We obtained two
qualitatively different responses as shown in Fig. 9: a stabilization
toward a locally stable steady state (top panel) and sustained
oscillations (bottom panel). This shows that two coexisting stable
solutions exist and may provide an explanation for the different
qualitative behaviors observed in Section 4. In fact, changing the
starting day of G-CSF after chemotherapy is equivalent to
changing the past values of the state variables (initial functions).
6. Discussion

We have developed a mathematical model of WBC production
to study schedules of G-CSF treatment following chemotherapy.
The model incorporates explicitly the effects of G-CSF, namely a
decrease in postmitotic transit time, an enhanced amplification,
and effects on apoptosis rates. Experimental data for two
recombinant forms of G-CSF, filgrastim and pegfilgrastim, were
successfully reproduced with the mathematical model.

Through numerical simulations, we studied the effects of
varying the starting day of G-CSF administration following
chemotherapy for both filgrastim and pegfilgrastim. We found
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that this could result in two qualitatively different responses: a
large neutrophil increase followed by a deep nadir (early
treatment) or a smaller ANC increase that remains relatively
stable and does not go to very low levels (delayed treatment). We
showed that this can apparently be explained by the coexistence
of two stable solutions in the system (oscillations and steady
state). In fact, the model dynamics are very rich and the outcome
of numerical simulations depend on several factors (parameter
values, initial function, etc.). Similarly, several aspects also
influence responses to G-CSF therapy in clinical practice (age,
chemotherapy regimen and intensity, type of cancer, etc.). As a
result, there are great variations in the ANC among individuals
and also from one cycle to another for the same patient. Therefore,
the reader should consider our results from a qualitative point of
view and focus on the fact that changing the starting day of G-CSF
could lead to different behaviors and potentially abolish the
neutrophil nadir. Viewed in this light our results suggest that
modifying the initiation of treatment after chemotherapy could be
beneficial. Indeed, since the primary goal of G-CSF administration
is to reduce the number of days where severe neutropenia occurs,
the fact that changing the starting day of filgrastim can lead to
higher ANC nadir and avoid the typical decrease in neutrophil
count is certainly an improvement.

We also studied the effects of the duration of filgrastim
treatment. Contrary to clinical guidance, which suggests admin-
istering filgrastim until ANC levels are back to normal following
the expected nadir, our simulations predict that stopping it just
before the nadir would have similar effects while reducing the
amount of drug. This reduction in the amount of filgrastim would
not only reduce the cost of treatment and the side-effects due to
filgrastim, but also be as efficient as the current treatment
scheme.

Earlier modeling work on alternative G-CSF schedules for
cyclical neutropenia (Foley et al., 2006; Colijn et al., 2007) also
suggested that different treatment regimens can lead to signifi-
cantly different responses. Our results substantiate this and
propose practical strategies for reducing the cost of G-CSF
treatment following chemotherapy. Moreover, our model could
easily be used for exploring other issues concerning G-CSF
treatment. Indeed, it is easy to change the dose and the frequency
of treatment in the model. One could think of other interesting
treatment regimens that could be studied, such as the effects of
administering G-CSF every other day, instead of everyday for
example.

If enough data were available before and after chemotherapy
and G-CSF treatment for a patient, a particulary interesting
approach would consist of personalizing the parameters of the
model. Colijn et al. (2007) proposed such an individualized
modeling approach, based on data before and after G-CSF
treatment from seven neutropenic dogs. The authors were able
to estimate the parameters corresponding to each dog using a
simulated-annealing method. Then, for each dog, they studied
alternative G-CSF treatment schemes. Thus, one could think of
using a similar approach with this model to estimate parameters
corresponding to one patient. Optimization tools could then be
used to find a suitable treatment for that patient.

The model could also be used for assessing different mechan-
isms of action of G-CSF. For instance, it has been shown that G-CSF
increases the amplification factor for the neutrophils precursors
(Lord et al., 1989). However, it is not clear whether this is due to a
real increase in the number of cell divisions, a decrease in the
apoptosis rate in the precursors or a combination of both. In this
study, we assume both mechanisms were affected by G-CSF. Since
our model accounts for these two effects separately, one could
study in more detail the impact of each mechanism. In conclusion,
despite the great variability among individuals, we believe that
the model provides interesting insights into the effects of G-CSF
treatment following chemotherapy and helps to better under-
stand the dynamical nature of the underlying system.
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Appendix A. Derivation of the model

We present the PDE model for the main compartment and
show how we could express it as a DDE model.

A.1. PDE model for the main compartment

From Fig. 1, we can write down a PDE satisfied by the cell
density function for each compartment. We let a represents age
and t time. The age-structured model for the cell populations can
be written as

qm

qt
þ
qm

qa
¼ �gsðGÞm t40; a 2 ½0; ts�, (A.1)

qs

qt
þ
qs

qa
¼ �dðWÞs� bðSÞs; t40; a40, (A.2)

qp

qt
þ
qp

qa
¼ �gpðGÞp; t40; a 2 ½0; tp�, (A.3)

qn

qt
þ VnðGÞ

qn

qa
¼ �gnðGÞn; t40; a 2 ½0; tn�, (A.4)

qw

qt
þ
qw

qa
¼ �gww; t40; a40. (A.5)

Note that age a characterizes each compartment separately but
time t is the same in all compartments. For instance, cells entering
a given compartment are always characterized by a ¼ 0. The right
hand sides of these equations account for the cell loss. To
completely determine the system, we also need to provide initial
conditions and boundary conditions. We consider the following
boundary conditions:

mðt;0Þ ¼ bðSðtÞÞSðtÞ; sðt;0Þ ¼ 2mðt; tsÞ,

pðt;0Þ ¼ dðWðtÞÞSðtÞ; nðt;0Þ ¼ AðGðtÞÞpðt; tpÞ,

wðt;0Þ ¼ nðt; tnÞ,

where AðGÞ is the amplification factor from proliferative to non-
proliferative neutrophil precursors and the total population of
each type is defined as

MðtÞ ¼

Z ts

0
mðt; aÞda; SðtÞ ¼

Z 1
0

sðt; aÞda,

PðtÞ ¼

Z tp

0
pðt; aÞda; NðtÞ ¼

Z tn

0
nðt; aÞda,

WðtÞ ¼

Z 1
0

wðt; aÞda.

Also, we use initial conditions of the form

mð0; aÞ ¼ fmðaÞ; a 2 ½0; ts�,

sð0; aÞ ¼ fsðaÞ; a40,

pð0; aÞ ¼ fpðaÞ; a 2 ½0; tp�,

nð0; aÞ ¼ fnðaÞ; a 2 ½0; tn�,

wð0; aÞ ¼ fwðaÞ; a40.

A.2. Derivation of the DDE model from the PDE model

We briefly present a generic equation for a PDE model and
show how such a model can be expressed as DDEs. For a full
derivation, see the review by Foley and Mackey (2009).
Let xðt; aÞ be the cell density at time t and age a. The general
form of equation for the cell density xðt; aÞ of this model is

qx

qt
þ VðGðtÞÞ

qx

qa
¼ �gðGðtÞÞx; t40; a 2 ½0; t�,

with some boundary condition xðt;0Þ ¼ HðtÞ and initial condition
xð0; aÞ ¼ fðaÞ. By integrating with respect to the age variable and
using the method of characteristics to find an expression for xðt; tÞ
(see Webb, 1985 for more details on the method of character-
istics), one obtains the following DDE:

dX

dt
¼ VðGðtÞÞ HðtÞ � Hðt � TtÞ exp �

Z Tt

0
gðGðwÞÞdw

� �� �
� gðGðtÞÞXðtÞ,

where XðtÞ ¼
R t

0 xðt; aÞda is the total number of cells at time t. Note
that if the death rate g is a constant, the equation reduces to

dX

dt
¼ VðGðtÞÞ½HðtÞ � Hðt � TtÞe

�gTt � � gXðtÞ.

We now apply this technique to the PDE (A.1)–(A.5) to express the
model as DDE for the total population numbers SðtÞ; PðtÞ;NðtÞ and
WðtÞ. First, we integrate Eq. (A.2) for sðt; aÞ with sðt;0Þ ¼ 2mðt; tsÞ

and lima!1sðt; aÞ ¼ 0. We obtain

dS

dt
þ lim

a!1
sðt; aÞ � sðt;0Þ ¼ �½bðSðtÞÞ þ dðWðtÞÞ�SðtÞ.

¼)
dS

dt
¼ 2mðt; tsÞ � ½bðSðtÞÞ þ dðWðtÞÞ�SðtÞ. (A.6)

In order to get an expression for mðt; tsÞ, we have to solve Eq. (A.1)

qm

qt
þ
qm

qa
¼ �gsðGðtÞÞm; t40; a 2 ½0; ts�,

with mðt;0Þ ¼ bðSðtÞÞSðtÞ. We obtain

mðt; tsÞ ¼ mðt � ts;0Þ exp

Z ts

0
�gsðGðtÞÞdt

� �

¼ bðSðt � tsÞÞSðt � tsÞ exp

Z ts

0
�gsðGðtÞÞdt

� �
.

Substituting mðt; tsÞ in Eq. (A.6) yields the equation for SðtÞ:

dS

dt
¼ 2bðSts ÞSts exp

Z ts

0
�gsðGðtÞÞdt

� �
� ½bðSÞ þ dðWÞ�S. (A.7)

Using constant apoptosis rate, the equation becomes

dS

dt
¼ 2bðSts ÞSts e

�gsts � ½bðSÞ þ dðWÞ�S. (A.8)

We use the notation Sts :¼Sðt � tsÞ and Gts :¼Gðt � tsÞ. More
generally, a subscript on a variable denotes the delay in this
variable.

Next, we derive an expression for the proliferative population
of precursors cells PðtÞ by solving the PDE (A.3) with boundary
condition pðt;0Þ ¼ dðWðtÞÞSðtÞ. Integrating with respect to a leads
to

dP

dt
þ pðt; tpÞ � pðt;0Þ ¼ �gpðGðtÞÞPðtÞ. (A.9)

The value of pðt; tpÞ is found by solving the PDE with the method
of characteristics presented in Foley and Mackey (2009). We
directly obtain

pðt; tpÞ ¼ dðWtp ÞStp exp �

Z tp

0
gpðGðtÞÞdt

� �
.

Substituting in Eq. (A.9), we get the following DDE for the
proliferative neutrophil precursors:

dP

dt
¼ �gpðGÞP þ dðWÞS� dðWtp ÞStp exp �

Z tp

0
gpðGðtÞÞdt

� �
.

(A.10)
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Similarly, we derive an equation for the non-proliferative
precursors cells NðtÞ with nðt;0Þ ¼ AðGðtÞÞpðt; tpÞ and obtain

dN

dt
þ VnðGðtÞÞ½nðt; tnÞ � nðt;0Þ� ¼ �gnðGðtÞÞNðtÞ. (A.11)

The value of nðt; tnÞ is given by

nðt; tnÞ ¼ nðt � t̄n;0Þ � e�gn t̄n

¼ AðGt̄n ÞdðWtp ÞStp exp �

Z tp

0
gpðGðtÞÞdt �

Z t̄n

0
gnðGðtÞÞdt

� �
,

with t̄n satisfying

tn ¼

Z t

t�t̄n

VnðGðwÞÞdw.

Substituting in Eq. (A.11), we obtain a DDE for the non-
proliferative neutrophil precursors:

dN

dt
¼ � gnðGÞN þ VnðGÞdðWtp ÞStp exp �

Z tp

0
gpðGðtÞÞdt

� �

� AðGÞ � AðGt̄n Þ � exp �

Z t̄n

0
gnðGðtÞÞdt

� �� �
. (A.12)

Finally, we derive an equation for the circulation WBC population
WðtÞ by solving Eq. (A.5) with wðt;0Þ ¼ nðt; tpÞ and
lima!1wðt; aÞ ¼ 0. Integrating with respect to a gives

dW

dt
þ lim

a!1
wðt; aÞ �wðt;0Þ

h i
¼ �gwWðtÞ

¼)
dW

dt
¼ nðt; tnÞ � gwWðtÞ.

Substituting the value of nðt; tnÞ leads to the governing equation
for WBCs:

dW

dt
¼ � gwW þ AðGt̄n ÞdðWtp ÞSt̄p exp �

Z tp

0
gpðGðtÞÞdt

�

�

Z t̄n

0
gnðGðtÞÞdt

�
. (A.13)

Notice that we have not derived an equation for the proliferative
stem cell compartment mðt; aÞ because it was not necessary to do
so. Indeed, it can be seen from Fig. 1 that the dynamics of this
compartment is included in a loop and hence, in the equation for
the resting stem cells sðt; aÞ. We only solved the PDE (A.1) to get
the value of mðt; tsÞ when solving for the resting stem cells SðtÞ.
Appendix B. Derivation of the fraction of bound G-CSF
receptors(FðGÞ)

We define an expression for the fraction FðGÞ of G-CSF
receptors that are bound. To do so, we consider more closely the
process of binding of G-CSF to its receptor. On a single neutrophil,
there are between 200 and 1000 binding sites. Each binding sites
contain a G-CSF receptor, which can bind to two G-CSF molecules
(Layton and Hall, 2006). We assume that two G-CSF molecules
bind simultaneously. This could be represented by the following
submodel:

Rþ 2GÐk1

k�1
RG2,

where R are G-CSF receptors, G is G-CSF, RG2 is the bound complex
and k1 and k�1 and binding rate constants. From the law of mass
action,

d½RG2�

dt
¼ k1½R�½G�

2 � k�1½RG2�, (B.1)

where the brackets denote concentrations. At steady state,
d½RG2�=dt ¼ 0 and therefore, k1½R�½G�

2 ¼ k�1½RG2�. To simplify, let
us scale out one parameter and define k ¼ k�1=k1. Also, let T be
the total number of receptors (free and bound in the complex
RG2):

T ¼ Rþ RG2.

Thus, we obtain

½R�½G�2 ¼ k½RG2�

¼) ½T � RG2�½G�
2 ¼ k½RG2�

¼) ½T�½G�2 ¼ ½RG2�ð½G�
2 þ kÞ

¼)
½RG2�

½T�
¼
½G�2

½G�2 þ k
.

Hence, the fraction of bound G-CSF receptors (½RG2�=½T�) is given
by

FðGÞ ¼
G2

G2
þ k

. (B.2)

Therefore, the expression for clearance of G-CSF is
(gG þ sWFðGÞÞG:
Appendix C. Parameter estimation

We present the parameter estimation for the main compart-
ment as well as the G-CSF compartment (for both filgrastim and
pegfilgrastim).

C.1. Parameter estimation for the main compartment

In this section, we estimate the parameters of the main part of
the model using experimental data and other information from
the literature. A list of the parameters is presented in Table 1. Since
we are interested in studying the effects of G-CSF following
chemotherapy, we need to be able to mimic the three following
situations with the mathematical model:
1.
 Cancer: This set of parameters represents the characteristics of
people suffering from cancer prior to chemotherapy. We do not
look at a specific type of cancer, but we do consider only non-
myeloid types of cancer. The parameters used for this category
are the same as for healthy subjects.
2.
 Chemotherapy: The effects of myelosuppressive anti-cancer
drugs are often associated with a significant incidence of
severe neutropenia. We mimic chemotherapy by increasing the
apoptosis rates gs, gp and gn (Hannun, 1997) and keeping all the
other parameters fixed.
3.
 G-CSF: G-CSF is used for treating chemotherapy-induced
neutropenia. The effects of G-CSF are included explicitly in
the model through the functions AðGÞ;VnðGÞ; gsðGÞ; gpðGÞ and
gnðGÞ:

Age at the end of different phases ti: The age at the end of a given
phase will not be dependent on the G-CSF concentration. To
mimic the decrease or increase in the time spent in the
proliferative or non-proliferative phase, we increase or decrease
the aging velocity.
�
 ts: In Bernard et al. (2003), ts was estimated to lie between 1.4
and 4.2 days. We use the same value of 2.8 days as in Bernard
et al. (2003).

�
 tp: From Israels and Israels (2002), cells spend about 6 days in

the mitotic pool under normal physiological state whereas in
Mackey and Dormer (1982), they estimated 3.27 days. We take
tp ¼ 5 days.

�
 tn: The transit time through the postmitotic pool under normal

physiological conditions (no exogenous G-CSF) is between 6
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and 8.4 days (Israels and Israels, 2002; Price et al., 1996; Roskos
et al., 2006). We take tn ¼ 6 days. Under G-CSF treatment, tn

varies from 2.9 days (4:3mg=kg) to 4.3days (0:4mg=kg) (Price et
al., 1996) and we account for this decrease by changing the
aging velocity VnðGÞ.

Aging velocities for the non-proliferative phase VnðGÞ: We use the
following bounded function for modeling the aging velocity:

VnðGÞ ¼ ðVmax � 1Þ
G

Gþ bv
þ 1,

where Vmax is the maximum velocity and the parameter bv

controls how fast the velocity is increasing. Notice that for G ¼ 0,
the velocity is 1, so that it takes tn days to go through the phase.
We set Vmax to tn, so that the minimum transit time for the
postmitotic pool is one day (Lord et al., 1989). In order to
determine the value of the parameter bv, we simulated G-CSF
(filgrastim and pegfilgrastim) administration in the system and
fitted the model to data from Green et al. (2003) using a nonlinear
least squares approach (see Fig. 10). We also ensured that the
aging velocity doubles under G-CSF. Indeed, from Price et al.
(1996), we have that the time spent in the postmitotic pool is
reduced from 6.4 days (no G-CSF) to 2.9days (5mg=kg G-CSF/day).
Using bv ¼ 0:001 for filgrastim and bv ¼ 0:08 for pegfilgrastim, we
obtain that t̄n (time spent in postmitotic pool) ranges between 2.9
and 6 days.

Apoptosis rates gi: There are four apoptosis rates to consider.
Three of them (gs; gp and gn) vary in response to G-CSF and
chemotherapy, whereas we assume that the death rate from
the circulating neutrophils gw remains unchanged during che-
motherapy and G-CSF treatment. We take gw ¼ 2:4 days�1 as
in Bernard et al. (2003). Next, we look at the three other
apoptosis rates for cancer subjects, under chemotherapy and
G-CSF treatment.
�

Fig
was
Cancer: To simulate non-myeloid cancer with the model, we
use the same values as for healthy individuals. We take gs ¼

0:07 days�1 (Bernard et al., 2003). In Mackey et al. (2003), they
estimated gp to vary between 0.27 and 0:31 days�1 (average
0:28 days�1). We take gp ¼ 0:27 days�1. Finally, we assume that
the death rate for the proliferative and non-proliferative
precursors are the same (gn ¼ 0:27 days�1).
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. 10. Simulation of daily filgrastim (5mg=kg) and pegfilgrastim (100mg=kg) on cance

given for a period of 14 days. Parameters used are listed in Table 1.
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ay

r pa
Chemotherapy: It has been shown that myelosuppressive
chemotherapy induces apoptosis in cells (Hannun, 1997).
Moreover, it has been reported that chemotherapy can induce
oscillations in the blood neutrophil count (Kennedy, 1970).
Thus, we chose the death rate values so that the model displays
oscillations (the minimal value so that we get oscillations).
Indeed, increasing the apoptosis in the model destabilizes the
system and triggers oscillations (see later). However, we need
to be careful not to increase the death rates too much because
it leads to failure in the system (number of proliferative cells
goes below zero). Since the apoptosis rates are maximal under
chemotherapy, we denote the parameters by the superscript
‘‘max’’. We take gmax

s ¼ 0:2 days�1, gmax
p ¼ 0:45 days�1 and

gmax
n ¼ 0:45 days�1.
�
 G-CSF: As mentioned said above, G-CSF inhibits the che-
motherapy-induced apoptosis. Therefore, we will mimic the
action of G-CSF following chemotherapy by decreasing the
apoptosis rates gS; gp and gN as a function of G-CSF. We use the
following decreasing bounded functions:

gsðGÞ ¼ ðgmax
s � gmin

s Þ
bs

Gþ bs
þ gmin

s , (C.1)

gpðGÞ ¼ ðgmax
p � gmin

p Þ
bp

Gþ bp
þ gmin

p , (C.2)

gnðGÞ ¼ ðgmax
n � gmin

n Þ
bn

Gþ bn
þ gmin

n , (C.3)

where gmin
i and gmax

i are, respectively, the minimum and
maximum values for the apoptosis rates (i ¼ s; p;n) and the bi

are parameters that control the steepness of the function.
We use minimum values gmin

i to be the same as the cancer
(healthy) values and the maximum values to be the same
as the chemotherapy values. The parameters bs; bp and bn

have an important effect on the model’s response to G-CSF
administration. A low value of bi means that the death rate will
remain near its maximum value gmax

i longer, whereas high
values of bi lead to a more rapid decrease toward its minimum
value gmin

i . Moreover, since the pharmacokinetic properties of
filgrastim and pegfilgrastim are different, values differ depend-
ing on the type of G-CSF recombinant form. We used data from
Green et al. (2003) to fit values (using a least squares approach
as before) and obtain bs ¼ 0:01 and bp ¼ bn ¼ 0:05 for
15 20
s

Pegfilgrastim
Data (pegfilgrastim)
Filgrastim
Data (filgrastim)

tients. Data (squares and circles) are taken from Green et al. (2003). Filgrastim
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filgrastim and bs ¼ 0:01 and bp ¼ bn ¼ 1 for pegfilgrastim (see
Fig. 10).

Amplification factor AðGÞ: A study by Lord et al. (1989) reported
an extra 3.2 amplification divisions in neutrophil development
with added G-CSF. This corresponds to a number of effective
divisions (NE), i.e. it includes the effects of apoptosis in the mitotic
compartment. However, the apoptosis rate gp is included
explicitly in our model, and therefore we are interested in the
absolute number of divisions (NA). Using the relation NA ¼

NEe�gptp and parameters listed in Table 1, we obtain that 3.2
effective divisions correspond to 5.1 absolute cell divisions. Roskos
et al. (2006) estimated an maximum amplification factor of four
extra effective divisions, corresponding to 5.8 extra cell divisions.
We use a simple bounded function to model the amplification
factor as a function of G:

AðGÞ ¼ ðAmax � AminÞ
G

Gþ bA
þ Amin. (C.4)

In Bernard et al. (2003), they estimated that 15.2 cell divisions
occur in the mitotic compartment. We use Amin ¼ 216

� 102 and
Amax ¼ 221

� 102 so that it leads to relevant steady states values
for the neutrophil number. The parameter bA influences how fast
the amplification is increased under G-CSF. The smaller bA, the
faster A increases. We simulated daily filgrastim administration
(5mg=kg) as well as a bolus 100mg=kg of pegfilgrastim and fitted
the model to data from Green et al. (2003). We obtained values of
bA ¼ 0:35 (filgrastim) and bA ¼ 1:05 (pegfilgrastim) (see Fig. 10).
With these values, the amplification ranges between 216

�

102
ð655Þ and 218:3

� 102
ð3700Þ. For daily doses of 10mg=kg of

filgrastim, amplification goes up to approximately 4500� 102

(18.8 divisions). This is less than the estimate of 3.2 extra effective
cell divisions reported in Lord et al. (1989), but we consider this is
reasonable. Lower values of bA lead to higher ANC responses.

Differentiation rate from stem cell: dðWÞ We use dðWÞ ¼
f 0y1=ðy1 þWÞ as in Colijn and Mackey (2005) with f 0 ¼

0:40 days�1 and y1 ¼ 0:36� 108 cells=kg. This is a monotone
decreasing function, accounting for the negative feedback loop
in the system (if W decreases, then dðWÞ increases, leading to an
increase in differentiation and eventually an increase in W).
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Fig. 11. Simulation of bolus subcutaneous injection using the G-CSF model (11). Top pan

from Morstyn et al. (1989) (stars). Parameters used are listed in Table 1. Bottom panel: si

line). The parameters used are N ¼ 5:6� 108 cells=kg, gG ¼ 1:4 day�1, kT ¼ 0 day�1, kB ¼

Table 1. Data from Zamboni (2003) are shown in red stars.
Reentry into stem cell proliferative phase bðSÞ: We assume that
bðSÞ does not depend on G-CSF and we take the decreasing Hill
function bðSÞ ¼ k0y

2
2=y

2
2 þ S2 as in Colijn and Mackey (2005).

Values of k0 and y2 are 8:0 days�1 and 0:3� 106 cells=kg.
C.2. Parameter estimation for the G-CSF compartment (filgrastim)

In this section, we present the parameters used for modeling
the effects of filgrastim administration with the G-CSF model
presented in Fig. 2. Most of the pharmacokinetic parameters were
taken from published studies on G-CSF kinetics, whereas the
remaining ones were calculated or estimated using experimental
data taken in the literature.

The values of the parameters are presented in Table 1. The rate
constants kT ¼ 0:07 h�1 (1:68 day�1) and s ¼ 0:03 kg=h (0.72 kg/
day) as well as the of the volume of blood VB ¼ 76 ml=kg are the
same as in Colijn et al. (2007). The value of the endogenous
production rate of G-CSF Gprod was taken from Vainstein
et al. (2005) who estimated it as 4.83 pM/h (7:259� 10�28 mg=
ðml bloodÞ � dayÞ. To estimate the values of the constant k, gG and
kB, we fitted our model to the digitized data from Morstyn et al.
(1989), which shows G-CSF blood levels following a bolus
subcutaneous injection of 10mg=kg (see Fig. 11) in patients who
had histologically proven metastatic malignancy. We minimized
the mean square error (MSE) of our model with respect to the
wanted parameters using fminsearch in matlab, which imple-
ments the Nelder–Mead simplex (direct search) method for
multidimensional unconstrained nonlinear minimization. Despite
the fact that this method only minimizes functions locally and
that our MSE function has several local minima, this method gave
good results because we had good initial guesses to supply to the
function. More sophisticated numerical methods that are de-
signed for globally optimizing functions, such as simulated
annealing, were tried but the results were not better while the
computation time was much higher.

We estimated the value of k to be 10 and the value of gG to be
0:14 h�1 (3:36 day�1). In Vainstein et al. (2005), they took gG to be
0:06 h�1 although their value could vary between 0.01 and 0:5 h�1.
In Hayashi et al. (2001), they estimated kB ¼ 0:10 h�1 whereas
10 12 14 16 18 20
e (days)

15 20 25
 (hours)
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Model

Data
Model

el: filgrastim administration (10mg=kg). The model (solid line) is compared to data

mulation of an injection of 100mg=kg of Pegfilgrastim using the G-CSF model (solid

0:32 day�1, s ¼ 0:01 kg=day and k ¼ 0:01. All other parameters are the same as in
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Colijn et al. (2007) used kB ¼ 0:25 h�1. For our study, it was
necessary to use a higher value (kB ¼ 0:41 h�1

¼ 9:84 day�1) in
order to reach to observed levels of G-CSF following a 10mg=kg
injection from the experimental data (Morstyn et al., 1989).

As explained above, the exogenous input function IðtÞ was
modeled by a step function. For the purpose of fitting data from
Morstyn et al. (1989), we used a ¼ 50mg=ðkg � hÞ (a ¼ 1200mg=
ðkg � dayÞ), s ¼ 0:2 h (s ¼ 0:0083 d) and ton ¼ 0:2 h (ton ¼ 0:0083 d),
which is equivalent to a bolus injection of 10mg=kg. Fig. 11 shows
a numerical simulation of the model using parameters in Table 1.
C.3. Parameter estimation for the G-CSF compartment

(pegfilgrastim)

The two-compartment model presented in Fig. 2 is used for
modeling both filgrastim and pegfilgrastim administrations.
However, since the pharmacokinetic properties of these two
recombinant forms of G-CSF are different, some parameters need
to be changed. Recall that filgrastim is cleared from the body by
two mechanisms: renal clearance (the main degradation route)
and neutrophil-mediated clearance (Zamboni, 2003). However,
pegfilgrastim, which has a larger molecular weight, is less easily
cleared by the kidneys. The predominant route of elimination for
pegfilgrastim is thus by binding to neutrophil receptors. From a
modeling point of view, we make the following modifications:
�

Fig
(blu

neu
Decrease the clearance parameter gG associated with renal
clearance.

�
 Decrease the rates kT and kB between the tissue and blood

compartments. Since Pegfilgrastim is a larger molecule, we
assume a slower absorption into the blood (Molineux et al.,
1999) and thus we decrease kB. In their model, Roskos et al.
(2006) included a time lag to account for this delayed
absorption. Moreover, we assume kT ¼ 0 as in Roskos et al.
(2006).

�
 Modify the parameter k in the function FðGÞ (fraction of bound

receptors). Recall that if we decrease the value of k, this implies
that a smaller G-CSF concentration is needed for obtaining the
same fraction of bound receptors.

�
 Modify the binding coefficient s to account for the delayed

absorption of the drug.
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trophils level (2:5� 108 cells=kg).
To estimate these parameters, we used data from Zamboni
(2003) and fitted the model Eqs. (11) using the same least square
approach as for filgrastim (see above). We used a constant
neutrophil value of N ¼ 5:6� 108 cells=kg based on ANC data
reported in Zamboni (2003). We obtained the estimated values
gG ¼ 1:4 day�1, kB ¼ 0:32 day�1 and k ¼ 0:01 and s ¼ 0:01 kg=day.
Fig. 11 shows integration of the model compared to clinical data
from Zamboni (2003).
Appendix D. Method for numerical simulations

We use a numerical solver for DDEs called ddesd (Shampine,
2005) that runs under matlab. For all simulations, we set the
maximum time step to 0.01. Recall that the full model is given by
the Eqs. (6)–(11). We first make some simplifying assumptions.
The computation of t̄n requires integrating the aging velocity over
time until the area under the curve is equal to tn

(tn ¼
R t̄n

0 VnðGðwÞÞdw). It involves finding the upper bound of the
integral, which depends on the shapes of GðtÞ and VnðGÞ and on the
value at which we start integrating (at the beginning of the phase
(a ¼ 0), at the current time t, etc.). For example, one could also
define tn ¼

R t
t�t̄n

VnðGðwÞÞdw. For this reason, we decided to
simplify the problem and to assume that t̄n at time t is given by
t̄n ¼ tn=VnðGðtÞÞ. This represents the instantaneous value of t̄n and
it will change as t changes. It means that if Vn was kept constant,
it will take tn=Vn days to go through the proliferative phase. For
similar reasons, we simplify the computation of expð�

R ts

0

gsðGðtÞÞdtÞ, expð�
R tp

0 gpðGðtÞÞdtÞ and expð�
R t̄n

0 gnðGðtÞÞdtÞ by using,
respectively, e�gsts , e�gptp and e�gn t̄n .

Next, we numerically integrate the mathematical model and
study how the model behaves in when no G-CSF treatment is
given and look at the effects of daily G-CSF (Filgrastim).
D.1. Simulation without G-CSF treatment

First, we integrate the system assuming no exogenous G-CSF is
given. Since we have delayed variables, we need to specify a
history function on the interval ½�maxðts; tp; tnÞ;0�. For simplicity,
we chose constant initial functions and simulated the system for
several different initial values (ranging from 0 to three times the
15 20 25
days

5 µg/kg
10 µg/kg

e model (before chemotherapy) during a period of 14 days for two dosages: 5mg=kg

lines indicate the level for severe neutropenia (0:38� 108 cells=kg) and a normal
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steady state values for each state variable). We found that for
these initial functions, the system settles down to a steady
state after a transient of about 100 days. Let (S�; P�;N�;W�)
denote the steady state solution. Using the parameters
listed in Table 1, numerical simulations yield values of S� ¼

3:1� 106 cells=kg, P� ¼ 0:46� 106 cells=kg, N� ¼ 8:45� 109 cells=
kg and W� ¼ 2:35� 108 cells=kg. Values for normal subjects
reported in the literature vary from one study to the another. In
Bernard et al. (2003), the estimate for the stem cell numbers S� is
1:1� 106 cells=kg but this is an imperfect estimate for many
reasons, primarily because of the lack of precision in defining and
experimentally determining which cells are truly stem cells. The
normal number of non-proliferative neutrophil precursors (N�)
ranges between 4.0 and 10:0� 109 cells=kg (Vainstein et al., 2005)
and is estimated at 5:59� 109 cells=kg in Dancey et al. (1976).
Finally, Bernard et al. (2003) estimated a normal blood neutrophil
count W� of 6:9� 108 cells=kg (range between 5.0 and
10:0� 108 cells=kg) whereas Vainstein et al. (2005) reported an
average of 3:0� 108 cells=kg (range between 2.0 and
5:0� 108 cells=kg). Despite the apparent discrepancy for the stem
cell numbers, our steady states values are similar to those
reported in the literature.

We can also solve the system at steady state and get analytical
expressions for the equilibrium values of S�; P�;N� and W�. See
Appendix E for the analytical derivation and a proof of the
uniqueness of a positive steady state.

D.2. Simulating G-CSF (filgrastim) treatment

In this section, we use our model to study the effects of daily
filgrastim administration. Since we are considering only non-
myeloid malignancies, we assume the same set of parameters
for normal and cancer subjects. Simulations of the model for
daily doses of 5 and 10mg=kg during 14 days are shown in Fig. 12.
We used constant initial functions corresponding to the steady
state solutions obtained in Section D.1. One can see that
neutrophils increase to 7-fold (5mg=kg) and 17-fold (10mg=kg)
during daily G-CSF treatment, in agreement with results of Chatta
and Dale (1994). The aging velocity VnðtÞ and the amplification
factor AðtÞ are also increased under treatment, as explained
in Section C.1.
Appendix E. Analytical derivation of steady state values

In this section, we derive analytically the expressions for the
steady states and show that there exists a unique positive
equilibrium value. First, one needs to solve the following system
of equations:

dS

dt

����
�

¼ 0;
dN

dt

����
�

¼ 0;
dG

dt

����
�

¼ 0,

dP

dt

����
�

¼ 0;
dW

dt

����
�

¼ 0
dX

dt

����
�

¼ 0,

where j� denotes that the equation are evaluated at steady state
values (S�; P�;N�;W�;G�;X�). Note that at equilibrium, delayed
variables remain constant (for example, Sðt � tsÞ� ¼ S�). Assuming,
G� ¼ 0 and X� ¼ 0, we first obtain expressions for the steady state
values S� and W�:

dS

dt

����
�

¼ 0 ¼) bðS�Þð2e�gsts � 1Þ ¼ dðW�Þ ðS�a0Þ, (E.1)

dW

dt

����
�

¼ 0 ¼) gwW� ¼ A�dðW�ÞS�e
�gptp�gN t̄N� . (E.2)
We ignore the trivial zero solution and consider only positive
solutions. Solving Eq. (E.1) for S� in terms of W� yields:

S� ¼ y2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0ð2e�gsts � 1Þ

dðW�Þ
� 1

s
. (E.3)

Substituting into Eq. (E.2), we obtain

W� ¼
A�dðW�Þ

gw

y2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0ð2e�gsts � 1Þ

dðW�Þ
� 1

s" #
e�gptp�gN t̄N� . (E.4)

One can find a sufficient condition under which the system has a
unique positive steady state solution (a similar proof as in Bernard
et al., 2003). Let the right-hand side of the previous equation be
HðW�Þ and r ¼ 2e�gsts � 1. We only need to prove that dH=dW� is
negative. Then, by the fixed point theorem, we conclude that there
exists a unique positive steady state. The derivative of HðW�Þ with
respect to W� is

dH

dW�

¼
A�y2d

0
ðW�Þe

�gptp�gN t̄N �

2gw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0r

dðW�Þ
� 1

s !
� 2�

1

1� dðW�Þ=ðk0rÞ

� �
.

(E.5)

Since all parameters have positive values and d0ðW�Þ is negative by
definition (dðWÞ is a decreasing function), we have that H0ðW�Þ is
negative if and only if the term ð2� 1=ð1� dðW�Þ=ðk0rÞÞÞ is
positive. This is equivalent to showing

1� 2dðW�Þ=ðk0rÞ

1� dðW�Þ=ðk0rÞ
40. (E.6)

Sufficient conditions for this to hold are dðW�Þok0r=2 and r40
(r ¼ 0:97 using the parameter values in Table 1). Also, from
definition of dðWÞ, we have that f 04dðWÞ for all W . Therefore, a
sufficient condition under which there exists one and only one
positive steady state solution for W� is

f 0o
k0ð2e�gsts � 1Þ

2
. (E.7)

A unique solution for W� implies a unique non-zero positive
solution for S� from Eq. (E.3). Finally, given values of S� and W�,
one obtains values for N� and P� from the following relationships:

dN

dt

����
�

¼ 0 ¼) P� ¼
1

gp

½dðW�ÞS�ð1� e�gptp Þ�, (E.8)

dP

dt

����
�

¼ 0 ¼) N� ¼
1

gN

½Vn�dðW�ÞS�e
�gptp A�ð1� e�gN t̄N� Þ�. (E.9)

Using ðX�;G�Þ ¼ ð0;0Þ and values from Table 1 for solving
Eqs. (E.3), (E.4), (E.8) and (E.9), one obtains the same steady
states values as in the numerical simulations.
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