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Abstract Urban water demand (UWD) is highly dependent on interacting natural
and socio-economic factors, and thus a wide range of data analysis and forecasting
methods are required to fully understand the issue. This study applies, for the first
time, the continuous wavelet transform to determine changes in the temporal pat-
tern of UWD and its potential meteorological drivers for three major Canadian cities:
Calgary, Montreal, and Ottawa. This analysis is complemented by Fourier and cross-
spectral analysis to determine inter-relationships and the significance of the patterns
detected. The results show that the annual (365 days) cycle provides the most consis-
tent and significant relationship between UWD and meteorological drivers. Wavelet
analysis shows that UWD is only sensitive to air temperature in the summer months
when mean daily temperatures are greater than 10 to 12 °C. For the three cities stud-
ied, the UWD increases by between 10 ML (Montreal) and 50 ML (Calgary) per
day with every 1 °C increase in air temperature. In an area with low precipitation
(Calgary), there is an inverse relationship between UWD and precipitation during
summer months. Wavelet transform and Fourier analysis also detected a 7-day cycle
in UWD, particularly in the more industrialized city of Montreal, which is related
to the working week. In general, applying the season dependent linear relationships
between UWD and temperature is suggested as perhaps being more appropriate and
potentially successful for forecasting, rather than continuous complex nonlinear al-
gorithms that are designed to explain variability in the entire UWD record.
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1 Introduction

The need for defining the factors that influence urban water demand (UWD) has dra-
matically increased in recent decades as population growth, industrialization, and an
increased likelihood of extreme climate events due to anthropogenic global warming
lead to challenges in balancing water supply and demand (IPCC 2007). Although
Canada holds approximately 7 % of the world’s freshwater and only 0.5 % of the
world’s population (Environment Canada 2010), many of Canada’s cities are experi-
encing some degree of water stress. This is due to a complex combination of factors,
including population growth and water losses from ageing infrastructure, as well as
the fact that most of the freshwater flows north away from the main areas of pop-
ulation (Adamowski et al. 2009). In addition, Canada is also experiencing the re-
gional impact of global climate change, which makes future levels of supply and
demand uncertain. For example, Zhang et al. (2000) highlighted that annual pre-
cipitation totals have generally increased by 5 % to 35 % across Canada between
1950 and 1998, although the most significant increases occurred north of 60° N.
Despite often limited water availability and uncertain future supplies, few studies
on detecting relationships between temporal patterns in UWD and meteorological
records in Canada have been carried out to date (Adamowski and Karapataki 2008;
Adamowski et al. 2012). While meteorological records in major Canadian cities are
mostly over 50 years long, UWD records are much shorter and often incomplete.
Only three cities (Calgary, Ottawa, and Montreal) in Canada have readily available
recorded daily urban water demand and meteorological data simultaneously with-
out gaps for intervals of more than five successive days. These three cities represent
different climatic and economic environments, with Calgary having a continental dry
climate and minor manufacturing, Ottawa having a moderately continental humid cli-
mate and minor manufacturing, and Montreal having a moderately continental humid
climate and strong manufacturing industry.

Research into UWD has increased since the end of the twentieth century, with par-
ticular focus on forecasting UWD and describing the complexity of the factors that
influence it (House-Peters and Chang 2011). Such factors are highly complex, but can
be divided into socio-economic factors and natural factors. Socio-economic variables
such as water price, rate structures, and population growth exhibit mostly nonlinear
temporal patterns and are analyzed accordingly (Arbués et al. 2004, 2010). Research
on the influence of natural factors on UWD has focused especially on meteorologi-
cal factors that are incorporated in complex log-linear water demand models (Miaou
1990; Schleich and Hillenbrand 2009). Traditional statistical models of urban or res-
idential demand have tended to be based on a wide range of socio-economic and nat-
ural variables, including meteorological variables such as temperature, precipitation,
days of sunshine, and wind speed. Commonly used models include multiple linear re-
gression (MLR) and auto-regressive moving average (ARIMA), which acknowledge
seasonal variability in both water supply and urban demand (Anderson et al. 1980;
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Maidment and Parzen 1984). For example, Agthe and Billings (1980) included a time
lagged value in a multiple regression model to better account for the influence of past
water use on current water use. Maidment et al. (1985) used regression analysis to
model the association between daily municipal water consumption and rainfall and
air temperature.

Several studies acknowledged the different UWD dependencies on seasonal sensi-
tive (summer) weather compared to relatively non-sensitive (winter) weather by im-
plementing a sinusoidal variability model (Gato et al. 2007; Praskievicz and Chang
2009). In addition, Zhou et al. (2000) developed a method that recognizes that sea-
sonal variations in water consumption are not completely the result of cyclic pat-
terns of air temperature and evaporation over a year, but are also related to abrupt
and extreme events, such as floods and drought. Moreover, short-time extreme pre-
cipitation events that lead to rapid UWD reductions cannot be reconstructed or
modeled using sinusoidal models or Fourier analysis. Thus, auto-regressive meth-
ods with short-term memory functions have been developed to address the relation-
ships between meteorological events and UWD changes (Agthe and Billings 1980;
Zhou et al. 2000).

Maidment and Miaou (1986) demonstrated that models assuming linear relation-
ships between weather variables and water demand are not adequate. For example,
it has been suggested that water use responds to the occurrence of rainfall rather
than the amount that falls (Martinez-Espifieira 2002). Furthermore, it is likely that
there are thresholds in temperature and/or precipitation, above which water demand
changes. For example, Gato et al. (2007) identified thresholds that separate the base
water use, which is independent of temperature and rainfall, from seasonal water use.
A further drawback of many of the statistical models of UWD and meteorological
factors described above is that they are based on an assumption of stationarity in
data.

The wavelet transform (WT) is an alternative method that has not previously been
used for detecting relationships between temporal patterns in UWD and meteorolog-
ical records. In contrast to MLR, ARIMA, ANN, or Fourier analysis used for UWD
and meteorological records (House-Peters and Chang 2011, and references therein),
WT permits the detection of temporal patterns synchronously according to their scale
(or frequency/wavelength) at varying temporal resolutions (Rioul and Vetterli 1991).
Therefore, signals can be extracted according to their scale as well as their time of
occurrence, meaning for example that UWD cycles restricted to a certain season, as
well as short-term stochastic events such as precipitation, can be identified. Contin-
uous WT (CWT) permits signal detection at a very wide range of bandwidth and
temporal resolutions, in contrast to the more commonly used discrete WT (DWT)
(Adamowski et al. 2012). The multi-resolution feature of the CWT leads to higher
precision in defining intervals and wavelengths of significant UWD variability than
Fourier analysis. Fourier and cross-spectral analysis can be used to support WT re-
sults due to their more sophisticated definitions of significance and confidence, as
was done in this study.

This study aims to demonstrate the relevance of a spectral analysis based method-
ology that includes the continuous wavelet transform for determining temporal-
frequency dependency patterns. A particular goal of this study is to compare
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differences in urban water demand and meteorological/climatological factors in dif-
ferent climatic and economic regions of Canada.

2 Methodology

The methodology consists of:

1. The wavelet transform is used to qualitatively detect periodic sinusoidal signals
according to their time intervals of occurrence, as well as their wavelengths in
meteorological and corresponding UWD records for the three selected major ur-
ban centers in Canada.

2. Time intervals of the records exhibiting different cyclicity and/or variability pat-
terns that were detected by the wavelet transform are separately analyzed for links
between meteorological records and UWD records.

. Fourier analysis is then used to quantify the significance of the detected cycles.

4. Cross-spectral analysis is applied to quantify the correlation between the time
series at specific wavelengths between meteorological and UWD records.

w

The steps of analysis and the results are described for each location separately, in
order to emphasize the procedure and location specific features. The results are then
discussed in relation to specific locations.

3 Time Series Analysis Background
3.1 Wavelet Analysis

Wavelet analysis was first developed as a filtering and data compression method for
geophysical exploration in the 1980s (Morlet et al. 1982). It transforms a time series
into a frequency domain by simultaneously transforming the depth or time domain
and the scale or frequency domain using various shapes and sizes of short filtering
functions called wavelets. The CWT method allows for the automatic localization of
periodic signals, gradual shifts, abrupt interruptions, trends, and onsets of trends in
time series data (Rioul and Vetterli 1991). The wavelet coefficients W of a time series
x(s) are calculated by a simple equation

1 —b
Wy (a,b) = (ﬁ) /mm(%) ds, (1

where y is the mother wavelet, a is the scale factor that determines the characteristic
frequency or wavelength, and b represents the shift of the wavelet over x (s) (Prokoph
and Barthelmes 1996).

The bandwidth resolution for a wavelet transform varies with Aa = %, and a

location resolution Ab = “—12 Due to Heisenberg’s uncertainty principle AaAb >
1/4m, the resolution of Ab and Aa cannot be arbitrarily small (Prokoph and
Barthelmes 1996). Parameter / is used to modify the wavelet transform bandwidth
resolution either in favor of time or in favor of frequency.
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In this study, the CWT was used with the Morlet wavelet as the mother function
(Morlet et al. 1982), which is expressed as

. ) §2
Y(s) — g demi2Tf0s = 2)

The Morlet wavelet is a sinusoid with wavelength/scale @ modulated by a Gaussian
function (Torrence and Compo 1998; Adamowski et al. 2009). The Morlet wavelet
has been widely and successfully used on hydrological and meteorological records
(Ware and Thomson 2000; Coulibaly 2006). The matrix of the wavelet coefficients
Wi (a, b), the so-called ‘scalogram’, was coded in a color scale (orange highest, blue
lowest Wj(a, b)), for better graphical interpretation. Edge effects of the wavelet coef-
ficients occur at the beginning and end of the analyzed time-series and increase with
increasing wavelength (scale) and parameter [. Thus, a ‘cone of influence of edge
effects’ is formed (Torrence and Compo 1998). The cones of edge effect influences
of greater than 10 % of bias due to non-available data points in the analysis windows
behind the edges are illustrated in the scalograms.

The wavelet coefficients W are normalized by using the L1 normalization (1/a),
replacing the commonly used 1/,/a L2 or L? normalization (see Eq. 1). This al-
lows wavelet coefficients to be interpreted in terms of Fourier amplitudes (Prokoph
and Barthelmes 1996). In addition, the L2 normalization of the Morlet wavelet com-
monly leads to overvaluing wavelet coefficients in long wavelengths compared to
shorter ones, as discussed in detail by Schaefli et al. (2007). Detailed explanations of
the advantages and disadvantages of the normalization types, in terms of accuracy of
the energy spectrum, amplitudes and white noise, variance and bias of arbitrary esti-
mated continuous wavelet spectra depending on the algorithms applied are provided
by Maraun and Kurths (2004) and Maraun et al. (2007). The parameter / = 6 was cho-
sen for all analyses as it provides sufficiently precise results in the resolution of time
and scale, and is commonly suggested for hydrological and meteorological records
(Schaefli et al. 2007; Adamowski et al. 2009). Significance tests for the WT were not
included in this study since the significance tests for WT, as for example suggested
by Torrence and Compo (1998), are based on the assumption of combined white and
red-noise for windows of discrete scales (frequency)-location (time-intervals), but
have not been proven to correctly evaluate the significance of signals of determinis-
tically changing frequencies and amplitude (so-called “chirps”). For this reason, this
study applied significance tests on Fourier analysis for time-intervals proven (by WT)
to have approximately stationary signals since this was deemed to be better suited for
this research.

The wavelet analysis technique used in this article is explained in detail in Prokoph
and Barthelmes (1996) and Adamowski et al. (2009).

3.2 Fourier Analysis
Fourier transform (Fourier analysis) is defined by
Pf:/x(t)eizﬂf’dt t=1...N, 3)

with x(¢) as the discrete time series, f the frequency, and P as the spectral power
(Davis 2002). The white noise level P, and the red noise level were calculated
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from the lag-one auto-correlation coefficient » according to an auto-regressive model
(Mann and Lees 1996), using a X2 value for the chosen confidence level (95 %) at
1 degree of freedom. The value of By is the Fourier power of the background spec-
trum for the Fourier frequencies k combining the red and white noise spectrum and
the confidence level set by the x2 value. The Fourier power P, of a white noise
spectrum is equal to the average power of all frequencies f

1—r2

Br=P 2 .
¥ w X 1+r2_2rc0s(27ff/N)

“

Only frequencies (or wavelengths) where P% > By for confidence levels greater
than 95 % were considered to be significant in this study. Fourier analysis and con-
fidence level calculations were carried out using the REDFIT software (Schulz and
Mudelsee 2002).

3.3 Cross-spectral Analysis

Cross-spectral analysis is an extension of Fourier analysis for two time series (Bassett
and Tinline 1970). The cross spectrum Sy, of two time-series y and z with power
spectra Sy, and S, respectively, is defined by

Syz(f) =dSyyQ2r f)dS:. 2n f). )

It should be noted that the cross spectrum is a complex variable with a real and an
imaginary component

Syz(f) = CoQn f) +iQuad(2m f), (6)

where Co is the co-spectrum (in-phase covariance), which constitutes the real com-
ponent, and Quad is the quadrature spectrum (out-off-phase covariance), which con-
stitutes the imaginary component. The cross spectrum can be normalized to obtain
the spectral equivalent of the correlation coefficient, the coherency spectrum

1Syz ()]
Syy(F)Sz(f)

The coherency spectrum can be tested for confidence in a similar way to the correla-
tion coefficient. As for the spectral estimate, the numerical solution reflects that the
time-series is finite using N equally spaced locations. The cross spectrum provides
the density of covariance between two variables (y, z) in the Fourier domain (the
frequency of the sine and cosine wave domain)

Ry (f) = @)

M m
S0 =+ > i ¥ Gnthan +@ueten [ ©)

with
Ciy:(fi) = AiyAi; + BiyBiz, 9

and
Qiyz(fi) = AizBiy — AiyBiz, (10

@ Springer



Math Geosci (2013) 45:49-68 55

Fig. 1 Map of Canada with
survey locations

=

Arctic Ocean G@%

Atlantic
Ocean

Canada

Calgary
@

with the real component (co-spectrum) for M averaged transects

| o 28r &
C =— —_— C; , 11
v (fi) =~ ;{ G TN Em ,yz<fk+l)} (11)
and the imaginary component (quadrature spectrumt)
M m
1 2Ax
=— —_— ; . 12
ny(fk) M ;{(21114—1)1\72 lzz_m Qlyz(karl)} (12)
The squared coherency spectrum is calculated by
C?+ 1Sy2 (NI
Ry .(f)= =—= (13)

Syy(£)Szz () Syy(H)Szz(f)’

Here, we used a 3-spectral-estimate window for smoothing (Patterson et al. 2004).
According to Jenkins and Watts (1968), the squared coherency can be tested for two
variables by using the F-test:

R}.(f)

crit =

4 Data and Study Site

The proposed WT approach was tested on three large Canadian cities, Calgary, Mon-
treal, and Ottawa (Fig. 1) that each has more than 700,000 inhabitants, but have dif-
ferent climatic and socio-economic characteristics.

Calgary has a continental climate characterized by cold winters, occasionally in-
terrupted by milder phases, and warm summers. Its climate is generally dry, although
it experiences intermittent high precipitation events, such as thunderstorms or bliz-
zards (Environment Canada 2012). Calgary is a major administrative center of the
oil industry, but has no significant manufacturing industry. Residential water use is
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approximately 257 liters per person per day and accounts for 52 % of the city’s water
consumption (City of Calgary 2012).

Both Ottawa and Montreal are located in the Saint Lawrence lowlands, which have
a moderate continental climate with cold winters and humid, hot summers (Environ-
ment Canada 2012). In Ottawa, water consumption was 291 liters per person per day
in 2009, which represents a decrease of 9 % since 2007, following implementation
of the city’s Water Efficiency Strategy (City of Ottawa 2010). The City of Montreal
supplies drinking water to 1.8 million people and produces 1300 liters per person per
day (Aubertin et al. 2002). The almost five times higher supply in Montreal compared
to Ottawa and Calgary is due to a combination of industrial demand and securing sup-
ply for extreme peak periods. In addition, approximately 40 % of Montreal’s water
supply is lost in the piping due to the poor condition of the water supply piping in-
frastructure in the city of Montreal; this also contributes to the much higher supply
that is produced in Montreal compared to Ottawa.

Daily UWD data (consumption in ML/day) for the entire municipal areas of Mon-
treal, Ottawa and Calgary were recorded discontinuously for the last ~ 50 years for
each city. For this study, a string of continuous and almost complete UWD and me-
teorological records of at least 1,000 days were used for each location. For the same
period, mean daily air temperature and total precipitation data for the city centers
were obtained from Environment Canada (Environment Canada 2012). The records
include very few missing data points for less than five successive days. The gaps that
did exist were addressed via linear interpolation.

For the Fourier and cross-spectral analysis, a 730-day subset (January 1st to De-
cember 31st of the following year) of the data from each location were analyzed to
allow for maximum compatibility of the significance test for the same frequencies in
UWD and meteorological records.

5 Results

The UWD and meteorological records for Calgary ranged from March 2004 to De-
cember 2006, thus encompassing three complete summer seasons and two complete
winter seasons (Fig. 2). During all three summer seasons, mean air temperatures were
greater than 10 °C (dotted line in Fig. 2B), and the UWD was often greater than
600 ML/day (Fig. 2C), particularly during successive weeks of daily precipitation
that were smaller than 2 mm/day as in the summer of 2006 (Fig. 2A). The most sig-
nificant variations in UWD occurred during the summer and coincided with large
precipitation events. In contrast, both the data (Figs. 2A-2C) and the wavelet anal-
ysis (Figs. 2D-2F) showed that the highest temperature variability occurred during
winter, while the mean summer temperatures were relatively stable at around 20 °C.
All records formed an annual (~ 365 day) cycle, with the highest temperature, pre-
cipitation and UWD values occurring during the summer months.

The WT analysis highlighted cycles of approximately 25 days during the summer
season (three cycles per season) in both UWD and precipitation, indicating that rain-
fall waves reduced the UWD, and dry periods led to increases in UWD (Figs. 2A
and 2C). However, the air temperature record did not show any consistent cyclical
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Fig. 2 Wavelet analysis of daily UWD and meteorological data from Calgary from 3/2004 to 12/2006:
A daily total precipitation (mm); B daily mean temperature (°C) with sensitivity threshold (dashed line);
C urban water demand (ML/d); D wavelet scalogram of daily total precipitation record; E wavelet scalo-
gram of daily mean temperature record; F wavelet scalogram of daily urban water demand. Curved dashed
lines mark “cone of influence” (see text), horizontal dotted lines mark 25-days scale, and boxes mark high
UWD variability intervals. Orange colors indicate large wavelet coefficients and blue colors weak wavelet
coefficients
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pattern besides the annual cycle, except intermittent but strong fluctuations in a 14—
40-day range during the winter and spring (Fig. 2E).

The UWD and meteorological records for Ottawa ranged from April 2006 to June
2009, spanning three complete summer and winter seasons (Fig. 3). During the sum-
mer period (May to September), the UWD was mostly greater than 350 ML/day, ex-
cept after occasional periods of heavy rain (Figs. 3A and 3C). Periods of higher vari-
ability in UWD correlated with mean air temperatures of greater than 12 °C (Figs. 3E
and 3F). In contrast to Calgary, the precipitation was much more evenly distributed
through the year, and periods of more than two weeks during which there was no
or little precipitation were almost absent (Fig. 3A). WT showed that the annual cy-
cle (~ 365 days) dominated the air temperature and UWD pattern, superimposed by
weaker 10—40 day cycles, predominately during the summer months.

In Montreal, the UWD and meteorological records ranged from February 1999 to
June 2002 and encompassed three complete summer seasons and three complete win-
ter seasons. The UWD was highest between May and September when mean daily
temperature was mostly above 12 °C (Figs. 4B and 4C). Drought periods, as indicated
by “white” (no signal) areas in the high-frequency field (< 10 days wavelength), oc-
curred occasionally during the summer (Fig. 4D) and were associated with increased
UWD. The UWD and air temperature records were dominated by the annual cycle
(Fig. 4). This is a similar pattern to that which occurred in Ottawa, which is only
180 km from Montreal and has a similar climate. In addition, the UWD and total
precipitation both have 180-day and ~ 50-day cycles in common, particularly during
the summer months (Figs. 4D and 4F). WT also showed that the UWD is dominated
by 7-day cycles related to the working week. However, during the summer this cy-
cle was offset and vanished if large precipitation fluctuations occurred (Figs. 4A, 4C,
and 4F).

Scatter plots for all three cities showed that there was no obvious relationship be-
tween daily UWD and mean daily temperature below a mean daily temperature of
approximately 10 °C for Calgary, and approximately 12 °C for Ottawa and Montreal
(Figs. 5A-5C). Above these temperature thresholds, the linear correlation between
UWD and mean daily temperature became more than 99 % significant (p < 0.001)
(Table 1). This confirms the pattern depicted by the wavelet analysis (Figs. 2, 3,
and 4). Table 2 shows that the variability in the UWD pattern exponentially increases
to temperature in all cities when the temperature thresholds of 12 °C, 10 °C, and
12 °C for Ottawa, Calgary, and Montreal are crossed, respectively. In contrast, the
precipitation variability increases approximately linearly with mean daily tempera-
ture increases (Table 2).

The UWD was most strongly associated with air temperature in Calgary, where
UWD increased by approximately 100 ML per day with a 2 °C increase in air tem-
perature. While the correlation between UWD and air temperature was most signif-
icant for Montreal, an increase of approximately 100 ML per day in UWD required
an increase in air temperature of approximately 10 °C (Table 1). By contrast, no rela-
tionship was found between daily records of UWD and total precipitation for any of
the cities (Figs. SD-5F).

Fourier analysis illustrated that the 365-day (annual) wavelength was more than
95 % significant in temperature and UWD for all cities. This indicates that UWD
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Fig. 3 Wavelet analysis of daily UWD and meteorological data from Ottawa from 4/2006 to 6/2009:
A daily total precipitation (mm); B daily mean temperature (°C) with sensitivity threshold (dashed line);
C urban water demand (ML/d); D wavelet scalogram of daily total precipitation record; E wavelet scalo-
gram of daily mean temperature record; F wavelet scalogram of daily urban water demand. Curved dashed
lines mark “cone of influence” (see text), horizontal dotted lines mark 40-days and 365-days scale, and
boxes mark high UWD variability intervals. Orange colors indicate large wavelet coefficients and blue
colors weak wavelet coefficients

@ Springer



60 Math Geosci (2013) 45:49-68

ML/d
400
300 T T T T T
27/Feb/99 15/Sep/99 2/Apr/d0 19/Qct/00 7May/01 23/Nov/01 11/Jyn/02
Years AD
D 2

m

Wavelength (days)

-
N

10 E
e . o) o
50 ettt

200

Fig. 4 Wavelet analysis of daily UWD and meteorological data from Montreal from 2/1999 to 6/2002:
A daily total precipitation (mm); B daily mean temperature (°C) with sensitivity threshold (dashed line);
C urban water demand (ML/d); D wavelet scalogram of daily total precipitation record; E wavelet scalo-
gram of daily mean temperature record; F wavelet scalogram of daily urban water demand. Curved dashed
lines mark “cone of influence” (see text), horizontal dotted lines mark 50-days and 365-days scale, and
boxes mark high UWD variability intervals. Orange colors indicate large wavelet coefficients and blue
colors weak wavelet coefficients

is strongly dependent on temperature in the three cities studied in Canada (Fig. 6).
Fourier analysis also detected that the 7-day cycle related to the working week was
significant for all locations, not only in Montreal as indicated by WT. The 3.5 and
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Fig. 5 Scatter plots of daily UWD versus meteorological records: A-C—UWD versus mean temperature,
dashed lines mark regression line above temperature threshold; D-F—UWD versus total precipitation

2.3-day cycles may be harmonics (frequency-multiples) of the 7-day cycles, because
the 7-day cycle is approximately step-wise (5 days work/2 days no work), and is thus
not Gaussian distributed as assumed by Fourier analysis.

Cross-spectral analysis between UWD and meteorological records for the 730-
day interval show potential relationships at time offsets, representing a delayed re-
sponse in the Fourier domain (Fig. 7). As already evident from WT and the records
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Table 1 Daily UWD-mean daily temperature relationship

Location

Calgary Ottawa Montreal
Total number of samples 730 730 730
Temperature threshold (°C) 10 12 12
Number of samples above threshold 255 299 291
Regression equation 7 = f (UWD) 0.021x 4 3.95 0.06x — 1.71 0.101x — 22.56
Coefficient of determination R2 0.28 0.26 0.49
PEARSON correlation coefficient r 0.53 0.51 0.7
Significance level p for r < 0.001 < 0.001 < 0.001

Table 2 Mean daily temperature—daily UWD and precipitation variance relationships

T range (°C) UWD variance Precipitation % of total
(ML/d)2 variance (mm/d)2 days
Ottawa —24to —6 104 16 18
—6to 12 246 31 39
12 to 30 1043 45 43
Calgary —26to —8 496 2 8
—81to0 10 1467 20 53
10 to 28 5568 27 39
Montreal —24 to —6 242 17 16
—61to 12 289 45 43
12 to 30 882 54 41

themselves, there was a significant coherency between UWD and the mean tempera-
ture in the annual cycle at —0.3 to 0.16 radians, thus indicating only a minor temporal
offset (Figs. 7A-7C). Similarly, a strong coherency at —0.26 radian offset also oc-
curred between UWD and precipitation in Calgary, which highlights the correlation
between the seasonal patterns of the two parameters.

There were several other significant coherencies between UWD and meteorologi-
cal records in the 2.2-day to 52-day wavelength spectrum with varying phase offsets
(Fig. 7). Most notably, a 7-8.5-day (weekly) cycle occurs between UWD and tem-
perature in all locations, albeit with very different phase offsets that range from posi-
tively correlated (~ 0.1 radians for Montreal) to inverse correlated (~ 2.9 radians for
Ottawa).

6 Discussion
This study applied CWT for the first time to determine changes in the temporal pat-

tern of UWD and its potential meteorological drivers, specifically daily mean air tem-
perature and precipitation, at both frequency and time-scale in three major Canadian
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Fig. 6 Fourier analysis of daily UWD and meteorological data: A power spectra of daily total precipitation
record from Calgary; B power spectra of daily mean temperature record from Calgary; C power spectra of
daily urban water demand record from Calgary; D power spectra of daily total precipitation record from
Ottawa; E power spectra of daily mean temperature record from Ottawa; F power spectra of daily urban
water demand record from Ottawa; G power spectra of daily total precipitation record from Montreal;
H power spectra of daily mean temperature record from Montreal; I power spectra of daily urban water
demand record from Montreal. Bold lines mark 95 % Xz—signiﬁcance of spectral value, vertical gray bars
highlight major wavelengths (periods)
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perature; D-F—UWD versus total precipitation. Dashed lines mark squared coherencies > 0.78, squared
coherencies > (.78 are marked by period and phase offset in radians (rd)

cities. This analysis was aided by Fourier and cross-spectral analysis, which show that
the annual (365 day) cycle provides the most consistent and significant relationship
between UWD and meteorological drivers in southern Canadian cities.

The methods used detected that during the summer UWD is only sensitive to air
temperature when mean daily temperatures are higher than 10-12 °C. Above this
threshold, the increase in UWD for a 1 °C increase in temperature ranges from 10 ML
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per day for Montreal to 50 ML per day for Calgary. In Calgary, where precipitation
is lower and more seasonally distributed, the temperature relationship is amplified by
the inverse UWD-precipitation relationship that occurs during the summer months.
Such temperature threshold dependent UWD variability has been determined by other
data analysis methods previously (Gato et al. 2007). However, the wavelet transform
simultaneously provides an insight in the (periodic-cyclic) UWD pattern related to
the temperature thresholds. These periodic patterns may be used for threshold-and/or
seasonal dependent forecasting of UWD.

WT and Fourier analysis also detected 7-day UWD cycles, particularly in the more
industrialized and larger city of Montreal (Fig. 4), which are related to fluctuations
during the working week with 5-days work and 2-days off (Ruth et al. 2007). In the
absence of a known natural forcing mechanism of a 7-8 day temperature cyclicity, the
7-8.5 day cycle between UWD and temperature could be related to an urban heating
effect associated with the working week. For example, manufacturing industries with
high energy requirements and heat outputs may increase the surrounding air temper-
ature, and may lead to greater UWD, particularly in summer when UWD becomes
very sensitive to air temperature. However, each city experiences different phase oft-
sets between the 7-day UWD cycle and the 7-day temperature cycle. Therefore, a
potential link between the 7-day UWD cycle related to the working week and a 7-day
temperature cycle, such as a working week-related urban heating effect, appears to
be elusive at this point. More detailed studies on the UWD heat island interaction
may provide more evidence for the existence of such a link. For example, especially
in the large manufacturing centers, the UWD and heating variability inside the city is
high and can result in micro-climates where UWD interacts and responds in a very
localized manner to meteorological changes. Studies could be set up to investigate the
significance of such micro-climate interactions. Moreover, water resources managers
could also benefit from the application of the wavelet analysis method to determine
patterns and relationships on diurnal fluctuations that allow for short-time water sup-
ply and control adjustments.

7 Conclusion

Forecasting urban water demand is crucial in managing water demand and supply,
particularly given the changes that will be incurred by climate change and population
growth. Understanding associations between UWD and meteorological factors such
as precipitation and air temperature can enable both better forecasting and a deeper
understanding of the natural factors that drive urban water demand.

Wavelet analysis was investigated as a potential method for detecting patterns in
UWD both in terms of the wavelength of cycles and the time of occurrence of these
cycles, which is particularly useful as UWD varies according to season. The study
demonstrated that CWT was able to detect cycles in UWD and meteorological fac-
tors, and their temporal range in a continuous scale-time resolution space. In con-
trast, DWT, which has been previously used for UWD forecasting (Adamowski et al.
2012), would not have been able to precisely detect most of the cycles illustrated in
this study. For example, at a 1-day data interval record used for WT, DWT would
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extract wavelet coefficients at a dyadic resolution such as for 28 days = 256 days and
2° days = 512 days, but not for the 365 days = 1 year cycle as was the case in this
study.

When the CWT method was tested using data on UWD, air temperature and pre-
cipitation for Calgary, Montreal, and Ottawa, it was found that the annual (365 day)
cycle dominated the air temperature and UWD patterns for all three cities studied.
Fourier analysis was used to support the WT results, and detected a 7-day cycle in
UWD in all three cities, which CWT had only detected in Montreal. This demon-
strates the usefulness of using multiple approaches in studies such as this one.

A linear correlation between air temperature and UWD above a threshold of 10—
12 °C was also identified. Given the strength of this correlation, applying seasonally
dependent linear relationships between the UWD and temperature is suggested as
perhaps more appropriate and potentially successful for forecasting than applying a
continuous nonlinear function to explain all daily fluctuation throughout the entire
record. The UWD-—precipitation/temperature relationships in this study are derived
from daily, and relatively short records, and do not reflect the long-term pattern. On
multi-annual to centennial scale features such as population and economic growth,
global warming, and fluctuations in oceanic-atmospheric circulation (House-Peters
and Chang 2011; Ruth et al. 2007) superimpose the relationships found in this study
that are based on daily to annual patterns.

Overall, this study found that WT is effective in detecting cycles in UWD and me-
teorological parameters, although Fourier analysis should be used in support of the
results due to its more sophisticated detection of significance. Furthermore, the inclu-
sion of projections based on linear correlations between air temperature and UWD
under consideration of locally-dependent temperature thresholds could improve fore-
casting of UWD.
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