The neural basis for violations of Weber’s law in self-motion perception
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A prevailing view is that Weber’s law constitutes a fundamental principle of perception. This widely accepted psychophysical law states that the minimal change in a given stimulus that can be perceived increases proportionally with amplitude and has been observed across systems and species in hundreds of studies. Importantly, however, Weber’s law is actually an oversimplification. Notably, there exist violations of Weber’s law that have been consistently observed across sensory modalities. Specifically, perceptual performance is better than that predicted from Weber’s law for the higher stimulus amplitudes commonly found in natural sensory stimuli. To date, the neural mechanisms mediating such violations of Weber’s law in the form of improved perceptual performance remain unknown. Here, we recorded from vestibular thalamocortical neurons in rhesus monkeys during self-motion stimulation. Strikingly, we found that neural discrimination thresholds initially increased but saturated for higher stimulus amplitudes, thereby causing the improved neural discrimination performance required to explain perception. Theory predicts that stimulus-dependent neural variability and/or response nonlinearities will determine discrimination threshold values. Using computational methods, we thus investigated the mechanisms mediating this improved performance. We found that the structure of neural variability, which initially increased but saturated for higher amplitudes, caused improved discrimination performance rather than response nonlinearities. Taken together, our results reveal the neural basis for violations of Weber’s law and further provide insight as to how variability contributes to the adaptive encoding of natural stimuli with continually varying statistics.

Significance

An unanswered question is why perceptual performance consistently exceeds that predicted from Weber’s law across sensory modalities. Here, we provide a neural basis for such violations of Weber’s law. Specifically, we demonstrate that the structure of variability in vestibular thalamocortical neurons gives rise to the improvement in neural discrimination performance required to explain previous perceptual results. Our results not only have important consequences for understanding how sensory pathways generate perception but also provide an unexpected function for neural variability. Moreover, our findings make an important contribution by suggesting that improved perceptual discrimination performance observed across modalities is a signature of optimized coding in the brain when neural variability is taken into account.
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Accordingly, we investigated the neural substrate underlying improved discrimination performance for higher amplitude vestibular stimuli. We recorded the activities of vestibular thalamocortical neurons in response to rotational self-motion stimuli with varying amplitude in rhesus monkeys. We found that neural discrimination thresholds were lower than predicted for higher stimulus amplitudes, thereby providing a neural correlate for previous results showing improved perceptual discrimination performance (10). Theory predicts that discrimination thresholds are determined not only by neural gain but also by variability (42). Consequently, we characterized how each quantity varied as a function of stimulus amplitude. We found that the dependence of neural variability on stimulus amplitude accounted for previous perceptual results.

Specifically, variability initially increased but saturated for higher stimulus amplitudes, thereby causing the improved neural discrimination performance required to explain perception. Taken together, our results reveal that amplitude-dependent changes in neural variability can account for the fact that self-motion perceptual performance is better than that predicted from Weber’s law. Our findings, furthermore, provide insight as to how variability contributes to the adaptive encoding of natural stimuli with continually varying statistics.

Results
We recorded the activities of \( n = 28 \) neurons within area VPL of the thalamus in three awake-behaving rhesus macaque monkeys (Macaca mulatta; 16 from monkey B, 8 from monkey D, and 4 from monkey S), for which we were able to maintain isolation during the highly dynamic self-motion stimuli described in the next paragraph. These neurons were all responsive to sinusoidal whole-body yaw rotations but did not respond to horizontal or vertical eye movements, movement of small objects in the environment, or onset/offset of lights in the room (see Materials and Methods). As mentioned above, VPL neurons receive input from vestibular afferents via vestibular nuclei neurons and, in turn, project to higher cortical areas (Fig. 1A).

VPL Neurons Display Decreased Gain and Increased Variability to Increases in Stimulus Amplitude. The goal of our study was to understand the neural basis as to why vestibular perceptual performance is better than that predicted from Weber’s law (10–12). Specifically, we focused on why perceptual discrimination performance was much better than predicted for higher stimulus amplitudes. Because discrimination performance is strongly impacted by neural sensitivity or gain, we first investigated how neural gain varied as a function of stimulus amplitude (see Materials and Methods). Our stimuli consisted of sinusoidal whole-body yaw rotations whose amplitude increased linearly with time (i.e., ramps; Fig. 1B, Top Left). We found that vestibular thalamocortical neurons responded to ramp stimuli through sinusoidal modulations in firing rate (Fig. 1B, Bottom Left) but that the firing rate modulation increased more slowly than that of the ramp stimulus (Fig. 1B, Right, compare blue and red). Specifically, the depth of the firing rate modulation initially increased but then appeared for the most part invariant at higher stimulus amplitudes. This indicates a decrease in neural gain with increasing stimulus amplitude.

To better understand the dependency of gain on stimulus amplitude, we plotted the firing rate as a function of the head velocity for example low (Fig. 1C) and high (Fig. 1D) stimulus amplitudes. Overall, there was a mostly linear relationship between firing rate and head velocity in both cases (compare Fig. 1C and D). However, the slope of the best-fit straight line to the data (i.e., neural gain) was lower for the example high amplitude stimuli (compare blue and red lines in Fig. 1D). Overall, we found that the gain of vestibular thalamocortical neurons strongly decreased with increasing stimulus amplitude (Fig. 1E). Such nonlinearities are consistent with previous results (37, 40). Interestingly, we further found that the inverse gain increased linearly with increasing stimulus amplitude (Fig. 1E, Inset), implying that vestibular thalamocortical neurons display “Weber adaptation” or “Weber–Fechner gain scaling,” as seen in other systems (14–16). We note that, while the mechanisms that mediate contrast gain scaling in vestibular thalamocortical neurons remain unknown, previous studies carried out in other systems have reported that the time course of such an adaptation can be as low as 100 ms (43). We predict that adaptation occurs essentially instantaneously when compared with the timescale of the slowly time-varying stimuli used in the current study. Furthermore, we note that other features of the head-motion stimulus (e.g., acceleration) increase with increasing amplitude and thus could be used to calibrate contrast gain scaling observed here relative to velocity.

However, it is important to emphasize that, theoretically, discriminability will be determined by variability as well as gain (42). On the one hand, if variability does not vary as a function of stimulus amplitude, then variations in discriminability with stimulus amplitude can only be attributed to changes in neural gain. On the other hand, variability that is dependent on stimulus amplitude can contribute to determining how discriminability will vary with amplitude and thus potentially explain why discrimination performance is better than that predicted from Weber’s law. Accordingly, we next characterized the dependency of neural variability on stimulus amplitude. Our findings, together, our results reveal that amplitude-dependent changes in neural variability can account for the fact that neural response was for the most part invariant for these stimulus amplitudes. Thus, both variability and gain strongly varied with stimulus amplitude for vestibular thalamocortical neurons.

The Combined Effects of Gain and Variability Provide a Neural Correlate for Vestibular Perception. So far, our results showed that both gain and variability must be taken into account when quantifying discriminability. Accordingly, we next explicitly assessed whether these factors could explain why vestibular perceptual performance is better than that predicted from Weber’s law (10). To do so, we computed neural discrimination thresholds for our dataset by quantifying the ability of an ideal observer to discriminate between different stimulus amplitudes based on changes in firing rate. The methodology is illustrated in Fig. 2A–C (see Materials and Methods). Specifically, for each head velocity, the firing rate distribution was computed and the discriminability between distributions obtained at different head velocities was computed using the \( d' \) measure (Fig. 2A–C; see Materials and Methods). The discrimination threshold then corresponds to the minimum change in stimulus amplitude that gives rise to firing rate distributions that are discriminable from each other, as quantified by a value of \( d' = 1.16 \) (Fig. 2C).

Intuitively, discrimination thresholds should increase with decreasing gain because the firing rate distributions will only become discriminable from one another if there is a larger change in stimulus amplitude, as illustrated in Fig. 2A–C. However, increased variability will also lead to increased discrimination threshold because the firing rate distributions will then only become discriminable from one another if there is a larger change in stimulus amplitude. Overall, we found that the stimulus amplitude–dependent gain and variability of vestibular thalamocortical neurons led to discrimination thresholds that were not proportional to stimulus amplitude over the entire range (Fig. 2D). Indeed, while discrimination thresholds increased linearly at low (i.e., <50 deg/s), they increased at a lower rate at higher (i.e., >50 deg/s) amplitudes. To quantify this change, we fitted straight lines to the
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Fig. 1. (A) Schematic showing the organization of early and central vestibular pathways. Vestibular afferents emanate from the vestibular endorgans (Left) and project to the vestibular nuclei (VN, Center Left). VN neurons project to the ventroposterior-lateral (VPL) area of the thalamus (Center), from which recordings were made. These, in turn, project to cortical areas (Center Right), thereby giving rise to self-motion perception (Right). (B) Stimuli used in this study consisted of sinusoidal yaw rotations whose amplitude increased linearly with time (i.e., ramp; Top Left). The bottom left shows the time-dependent firing rate (gray) of a typical VPL neuron in response to the stimulus shown on top. It is seen that the firing rate modulation does not increase as fast as the stimulus amplitude. The right panels show portions of the stimulus and response for low (blue) and high (red) amplitudes. While the stimulus amplitude increases by 3.5, the corresponding firing rate modulation only increased by 2 (see blue and red arrows), indicating that neural gain (i.e., the ratio of firing rate modulation to stimulus amplitude) decreases. (C) Firing rate as a function of head velocity for low amplitudes (light blue), showing the trial-averaged response (blue line) as well as trial-to-trial variability (dashed blue line). (Inset) The firing rate distribution for zero instantaneous head velocity was not significantly different from normal (P = 0.08; Lilliefors test). The solid line shows the Gaussian fit. (D) Same as C but for high stimulus amplitudes. Note the decrease in the slope of the trial-averaged response, which is the gain. We further note that, while there was rectification for large amplitude negative head velocities, we did not observe saturation for large positive head velocities. (Inset) The firing rate distribution for zero instantaneous head velocity was not significantly different from normal (P = 0.45; Lilliefors test). The solid line shows the Gaussian fit. (E) Population-averaged neural gain as a function of stimulus amplitude. (Inset) The reciprocal of gain increases linearly with increasing stimulus amplitude. The low and high amplitude portions are shown as blue and red bands, respectively. The gray bands show one SEM throughout. The data were well fit by a straight line (R² = 0.82). (F) Neural variability as a function of stimulus amplitude. The low and high amplitude portions are shown as blue and red bands, respectively. The gray bands show one SEM throughout.

Discussion

Summary of Results. Here, we investigated the mechanisms that underlie the perception of self-motion. Specifically, we tested whether the responses of vestibular thalamocortical neurons can
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Fig. S1). As such, both the relative change in slope (Fig. 2 E, Top) and the transition amplitude (Fig. 2 E, Bottom) were independent of the sinusoidal ramp frequency used. This indicates that our results are robust.

To summarize, Fig. 2 D and E demonstrate that neural discrimination thresholds tend to saturate for higher stimulus amplitudes, which is a trend comparable to that previously observed for perception (10). Accordingly, we next explicitly addressed our central question of whether neural discrimination thresholds can explain previously observed violations of Weber’s law. For single neurons, we found a qualitative match between neural and perceptual discrimination threshold values for all amplitudes tested (Fig. 3 A, Left, compare solid magenta and black curves). Indeed, both neural and perceptual discrimination thresholds initially increased linearly at low (i.e., <50 deg/s) but saturated at high (i.e., >50 deg/s) stimulus amplitudes (Fig. 3A, compare solid magenta and black solid curves to dashed lines). Although neural thresholds were approximately threefold higher than perceptual values, both curves increased linearly at low (i.e., <50 deg/s) amplitudes and saturated at high (i.e., >50 deg/s) stimulus amplitudes (Fig. 3A, Left, compare magenta and black curves with magenta and black dashed straight lines, respectively). Thus, both neural and perceptual thresholds displayed similar changes in slope (Fig. 3A, Middle), as well as transition amplitudes (Fig. 3A, Right). Importantly, the difference between neural and perceptual threshold values was more or less constant for all stimulus amplitudes (Fig. 3A, Left, compare solid magenta and black curves), suggesting that perception is achieved by integrating the activities of multiple, vestibular thalamocortical neurons.

Finally, to test this hypothesis and, importantly, to quantify the actual number of neurons necessary to achieve perceptual performance, we computed discrimination thresholds from the pooled activities of multiple, vestibular thalamocortical neurons (Fig. 3 B, Left; see Materials and Methods). As expected, pooling the activities of more neurons (i.e., increasing population size) led to improved discriminability (i.e., a decrease in discrimination threshold; Fig. 3 B, Middle and Right). Interestingly, we found that discrimination thresholds computed from the pooled activities of n = 12 neurons reached those reported for perception in the case of both the low and high example stimulus amplitudes (Fig. 3 B, Middle and Right). Overall, increasing population size n from 1 to 12 led to a progressive decrease in neural discrimination thresholds across the entire amplitude range (Fig. 3C). Importantly, discrimination thresholds computed from the pooled activities of n = 12 neurons reached those reported for perception for all amplitudes tested (Fig. 3C, compare black and turquoise curves).
account for a violation of Weber’s law, namely that discrimination performance is enhanced at higher stimulus amplitudes (10). To do so, we quantified how neural gain and variability varied as a function of stimulus amplitude and computed neural discrimination thresholds. While neural gain strongly decreased as a function of stimulus amplitude, neural variability instead initially increased at low values but saturated at high values. As a result, neural thresholds, contrary to predictions from Weber’s law, were not proportional to stimulus amplitude, as they also saturated at higher values. Furthermore, while single-neuron discrimination thresholds were threefold higher than those of perception, values computed from neural populations agreed with perception for all amplitudes. Thus, overall, the dependency of neural population discrimination thresholds on stimulus amplitude can explain why vestibular perceptual performance is better than that predicted from Weber’s law. Taken together, our results uncover a role for neural variability in shaping how sensory pathways generate perception.

Fig. 2. (A) Schematic showing the firing rate as a function of head velocity for low stimulus amplitudes with trial-averaged response shown in blue and the variability shown in gray. For a given head velocity, there is a distribution of firing rates that is approximately normal. (Inset) Two example distributions with means $\mu_0$ and $\mu_1$ and SDs $\sigma_0$ and $\sigma_1$. We took the pedestal (i.e., reference) to be at 0 deg/s. (B) Same as A but for high stimulus amplitudes. Because the rate at which the firing rate changes with increasing head velocity decreases (black arrow), a greater change in head velocity is required in order to give rise to a given separation between the two distributions. (C) Discriminability between distributions $d'$ as a function of the change in head velocity for low (blue) and high (red) stimulus amplitudes. It is seen that, for high stimulus amplitudes, $d'$ increases more slowly than for low-stimulus amplitudes. Consequently, the discrimination threshold, which is the change in head velocity required to give rise to a value of $d' = 1.16$ (which corresponds to a probability of correct detection of 79.4%), will be greater for high stimulus amplitudes (compare red and blue horizontal arrows). (D) Population-averaged discrimination thresholds for VPL neurons as a function of stimulus amplitude for a 0.5-Hz ramp stimulus. It is seen that the discrimination threshold increases at a higher rate for low (i.e., $<\sim 50$ deg/s) and at a lower rate for high (i.e., $>\sim 50$ deg/s) stimulus amplitudes (blue vs. red box). Thus, neural discrimination thresholds did not increase linearly with stimulus amplitude (dashed blue line). (E, Top) Population-averaged values of the relative change in slope for all frequencies tested. We did not observe significant differences ($P > 0.15$, one-way ANOVA). (Bottom) Population-averaged values of the transition amplitude for all frequencies tested. We did not observe significant differences ($P > 0.16$, except for 0.5 and 17 Hz, $P > 0.04$, one-way ANOVA).
Fig. 3. (A, Left) Comparison between vestibular thalamocortical discrimination thresholds at 0.5 Hz (magenta) and perceptual values also at 0.5 Hz (black) as a function of stimulus amplitude. In both cases, discrimination thresholds increase at a higher rate for low (i.e., <∼50 deg/s) than for high (i.e., >∼50 deg/s) stimulus amplitude, causing a deviation from linearity (compare solid curves and dashed lines). (Middle) Relative changes in slope for neurometric (magenta) and for perception (black) were not significantly different from one another (P = 0.91, one-way ANOVA). (Right) Transition amplitudes for neurometric (magenta) and for perception (black) were not significantly different from one another (P = 0.31, one-way ANOVA). (B, Left) Schematic showing a down-stream decoder performing a linear sum of input neural activities. (Middle) Discrimination threshold as a function of population size n for a low stimulus amplitude of 20 to 25 deg/s. (Right) Same as middle panel but for a high stimulus amplitude of 89 to 94 deg/s. In the middle and right panels, the perceptual value is shown as a horizontal black line. (C) Neural discrimination thresholds as a function of stimulus amplitude for population sizes of 1 (magenta), 3 (dark blue), 6 (blue), and 10 (cyan). Also shown is the perceptual data (black). The bands show one SEM throughout. Perceptual data obtained in human subjects is replotted from ref. 10.
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Mechanisms by which Neural Variability Varies with Stimulus Amplitude in Vestibular Thalamocortical Neurons and Implications.

In the current study, we observed that neural variability strongly depended on stimulus amplitude for vestibular thalamocortical neurons. Specifically, we showed that neural variability initially increased linearly for low amplitudes but instead saturated for higher values. This raises the important question as to why have variability at all? For example, one might argue that, if neural variability were to be reduced, then neural discrimination thresholds would be lower, which would then presumably lead to increased perceptual discrimination performance. Neural variability has been observed ubiquitously across systems and species and it remains to be determined whether such variability is beneficial or detrimental to neural coding (44, 45). Specifically, variability could be an unavoidable by-product of the brain’s circuitry or, alternatively, might be useful to enhance coding by enabling to the brain to better adapt to changing environments.

A second question that is raised by our present results is what mechanisms underlie the saturation variability observed for high amplitude stimulation? Notably, at the frequency for which we compare our results to psychometric data (i.e., 0.5 Hz),afferents and vestibular nuclei neurons do not display significant response nonlinearities (e.g., inhibitory cutoff or saturation) (33–36). Interestingly, we found qualitatively similar results using higher frequency stimuli that would likely elicit significant response nonlinearities in early vestibular pathways. This suggests that mechanisms beyond a nonlinearity inherited from early vestibular pathways mediate the dependency of neural variability on the stimulus amplitude observed here for vestibular thalamocortical neurons. Prior studies in other sensory systems have shown that neural variability is “quenched” (i.e., reduced) at the onset of stimulation across cortical areas and that the magnitude of this reduction increases with neural gain (46, 47), which resembles our results. Several possible explanations have been proposed ranging from stabilizing the network trajectory near the vicinity of an attractor to increased feedback inhibition, both of which will tend to reduce variability (48, 49). Interestingly, network models containing both recurrent excitatory and feedback inhibitory projections predict that variability initially increases with stimulus amplitude before reaching a maximum and then decreasing (48), which is qualitatively similar to our current experimental findings (Fig. 1F). These models propose that the initial increase in variability is due to hidden feedforward and recurrent excitatory connections, thereby amplifying variability for weak inputs, and that saturation and the subsequent decrease for higher inputs is due to the stabilizing effects of inhibitory feedback (48, 50–53). Accordingly, the dependency of neural variability on stimulus amplitude observed here for thalamocortical neurons could be due to changes in the relative balance between feedforward/recurrent connections and inhibitory feedback from cortical areas. Alternatively, the saturation and slight decrease in variability observed for higher stimulus amplitudes could occur because response nonlinearities, such as phase locking, are then more prevalent for vestibular thalamocortical neurons, as has been previously reported for vestibular afferents (35, 54). Further studies are needed to test these predictions.

Decoding of VPL Neuronal Activity by Cortex Leading to Perception.

Our results predict that pooling the activities of multiple (~10) thalamocortical neurons will give rise to discrimination thresholds that match perception. VPL neurons project to cortical areas such as the parietoinsular vestibular cortex, the ventral intraparietal area, area 2v of the intraparietal sulcus, and area 3a in the sulcus centralis (22, 55, 56). Notably, previous work has shown that, consistent with anatomical results, neurons in these cortical areas respond to head motion in darkness. While to date the discrimination thresholds of vestibular, sensitive cortical neurons targeted by VPL to dynamic, rotational stimuli remain unknown, we predict that the discrimination performance of single cortical neurons will be better (i.e., discrimination thresholds will be lower) than that of single thalamocortical neurons and, importantly, will also saturate at high amplitude values in a similar fashion to what is observed here in order to give rise to perception. In general, the exact number of thalamocortical neurons required to reach perceptual performance will depend on multiple factors, such as differences between methodologies used to obtain neural firing rates. Thus, the analytical approach used here to obtain the time-dependent firing rate most likely provided a lower bound estimate (57). We emphasize, however, that our main finding, that thalamocortical neural discrimination thresholds saturate for high stimulus amplitudes, will not depend qualitatively on the nature of the analytical approach used to compute them.

The present study investigated neural “discrimination” thresholds in the vestibular system. Previous studies have instead focused on quantifying neural “detection” thresholds in subthalamic structures [dynamic rotations (33, 36) and dynamic translations (57, 58)] and comparing these to perceptual detection thresholds [dynamic rotations (59–61) and dynamic translations (25, 62–66)]. Importantly, detection thresholds measure the lowest stimulus amplitude that can be perceived starting from rest, while discrimination thresholds instead measure the smallest change in the stimulus that can be perceived for a given amplitude. Accordingly, detection thresholds cannot be used to test Weber’s law. Moreover, compared to the traditional neural discrimination threshold values, obtained from electrophysiological measurements in monkeys, to perceptual discrimination thresholds, obtained from prior studies using human subjects (10). We note that the structure and statistics of the vestibular input experienced by nonhuman primates during natural self-motion closely resemble those observed in humans (26, 67). Thus, given that sensory systems are thought to be adapted to the structure of natural stimuli such as to optimally encode them (68–71), it is likely that the neural mechanisms underlying self-motion perception are similar in both species (72). We further note that Mallery et al. (10) used a “staircase” approach in order to measure perceptual discrimination thresholds, which requires many trials and is currently not feasible for neurophysiological recordings, as it is not possible to hold neurons while moving the animal for such extensive periods of time. Accordingly, to compute neural discrimination thresholds, we used signal detection theory with a probability of correct detection value of 0.5%, which is equivalent to that used by Mallery et al. (10) and allows for better comparison between both datasets.

Functional Implications for Violations of Weber’s Law for Self-Motion Perception and Other Systems. Our results reveal the neural basis as to why rotational self-motion perceptual discrimination performance is better than that predicted from Weber’s law. Specifically, we used signal detection theory in order to quantitatively compare our results, perceptual discrimination performance, with those of Mallery et al. (10). It is noteworthy that this approach is more general than that taken in previous neurophysiological studies, which have observed that inverse neural gain scales linearly with stimulus amplitude (14, 15). This so-called “Weber adaptation” has been proposed to be a neural correlate of Weber’s law and is a form of contrast gain scaling (73). Theoretically, however, neural discrimination performance should depend on variability as well as gain. Indeed, our present results show that only taking into account gain would give an incorrect prediction as to behavioral performance. This is because the inverse gain scaled linearly with stimulus amplitude (Fig. 1E, Inset), which would incorrectly predict that neural discrimination thresholds increase linearly with stimulus amplitude. In contrast, only taking into account the amplitude dependence of neural variability (Fig. 1F) would instead predict discrimination thresholds that initially increase linearly and then saturate at higher stimulus amplitudes, which better corresponds with perceptual results (10). This
approach is more similar to that typically taken in psychophysical studies to measure the JND using the within-subject variability in the behavioral response (e.g., refs. 74 to 75). In this context, while neural discrimination thresholds are theoretically determined by both gain and variability, our results show that the change in slope observed for neural discrimination thresholds for vestibular thalamocortical neurons is primarily due to the fact that neural variability saturated at higher stimulus amplitudes, which better predicts improved behavioral discrimination performance. We note that this argument assumes that behavioral variability scales with neural variability. This assumption appears to be justified as a recent study has shown a positive correlation between neural and behavioral variability in the vestibular system (11).

We predict that a violation of Weber’s law will also be seen for dynamic translations and will have a neural correlate similar to that reported here for rotations. The fact that vestibular thalamocortical neurons display similar nonlinear responses to dynamic rotations and translations supports our prediction (37, 40). To date, the only psychophysical study that investigated discrimination thresholds for dynamic translations focused on relatively low amplitudes (i.e., <1 G) because of mechanical limitations (76). Further studies exploring higher stimulation amplitudes found in natural self-motion stimuli (3 to 4 G) (26) are thus necessary to verify our prediction.

Our findings raise the fundamental question: Why is there a violation of Weber’s law for self-motion perception in the first place? As previously stated, perceptual discrimination thresholds are lower than predicted from Weber’s law for higher stimulus amplitudes, meaning that subjects actually performed better at discriminating between different amplitudes (10). It has been suggested that improved discrimination performance contributes to the vestibular system’s ability to sense motion and maintain balance, even for more challenging (higher intensity) stimuli (10, 11). However, this then also leads to the follow-up question of whether there is a cost for this improvement. Theoretical studies have suggested that Weber’s law is associated with optimized neural coding at the neural level (14, 15, 17–21). Accordingly, one could assume that psychophysical performance cannot be greater than that predicted from Weber’s law. However, an assumption inherent to these theoretical studies is that neural variability did not depend on stimulus amplitude, which we show is not true for vestibular thalamocortical neurons. Therefore, to explain this apparent discrepancy, we hypothesize that stimulus amplitude–dependent neural variability plays a key role toward further optimizing the coding of natural self-motion stimuli whose amplitude varies over three orders of magnitude beyond what is achieved by Weber adaptation alone. Specifically, our results show that the fact that neural variability saturates at higher stimulus amplitudes improves neural discrimination performance, which is expected to improve coding of high amplitudes commonly observed during natural self-motion. Further studies using natural self-motion stimuli are needed to test this proposal.

Finally, we speculate that neural variability in other sensory systems depends on stimulus amplitude in a manner similar to that seen here for vestibular thalamocortical neurons, thus providing a neural correlate of improved perceptual discrimination performance for higher stimulus amplitudes. Studies exploring larger ranges of stimulus amplitudes found under natural conditions are needed to test this prediction. While Weber adaptation has been observed in other systems (14, 15), these studies did not consider the effects of neural variability. Hence, we further predict that the violations of Weber’s law seen across sensory modalities reflect optimized coding by sensory neurons when variability is taken into account, which will ultimately lead to a comprehensive rethinking of how optimized coding gives rise to perception in general.

Materials and Methods

Ethics. All experimental procedures were approved by the McGill University and Johns Hopkins University Animal Care Committees. Procedures were in compliance with the guidelines of the Canadian Council on Animal Care.

Surgical Procedures. Two male and one female rhesus monkeys (M. mulatta) were prepared for acute extracellular recordings using aseptic, MRI-guided surgical techniques, as described previously (40). Surgical levels of isoflurane (0.8 to 1.5%) were maintained during surgery, during which the animals were implanted with a custom-made medical grade titanium head post for restraining the head and a recording chamber that was placed based on the coregistration of a computed tomography (CT) scan, an MRI scan, and the rhesus brain atlas in BrainSight (Brain Insight 2 Vet, Rogue Research) to provide access to the VPL. VPL access condition was confirmed postoperatively by the coregistration of a second CT scan with a recording electrode maintained in the center of the recording chamber. The implant was chronically fastened to the skull with titanium screws and Simplex P bone cement (Stryker Orthopedics). An 18-mm eye coil (three loops of Teflon-insulated stainless-steel wire) was also implanted behind the conjunctiva of one eye in each monkey (77).

Data Acquisition. Throughout recordings, head-restrained monkeys were seated in a primate chair that was mounted on a motion platform rotating about the vertical axis (i.e., yaw rotation) within a dark room. Eye movements were measured using the magnetic search coil technique (77). Turntable velocity was controlled by REX, a QNX-based, real-time data acquisition system (78), and measured using an angular rate sensor (Watson Industries, Inc.). All behavioral signals were low pass filtered at 250 Hz and acquired at 1-kHz sampling frequency. The VPL was located relative to the lateral geniculate nucleus, which was recognizable because of the presence of individual neurons that responded to either the onset or offset of a light flashed while lowering the electrode during early recordings (79). Each neuron included in the present report demonstrated robust firing rate modulation during sinusoidal, whole-body rotations and were not sensitive to eye movements during saccades or smooth pursuit (37, 80). Furthermore, we ensured that neurons did not respond to the visual stimulation caused by small spots of light presented in the visual field (79). Extracellular, single-unit activity was recorded using enamel-insulated tungsten microelectrodes (2 to 10 MΩ impedance, Frederick Haer), band pass filtered from 300 Hz to 3 kHz, and sampled at 30 kHz. Both neural and behavioral data were acquired through the Cerebus Neural Signal Processor (Blackrock Microsystems).

Stimulation. Neurons were initially identified on the basis of their response to passive rotations in the dark in the absence of visual stimulation (i.e., whole-body rotations). The same vestibular stimuli were then applied with the lights on to confirm that there was no change in mean firing rate or gain due to responses to visual stimulation. Our stimuli consisted of sinusoidal, whole-body rotations along the yaw axis with frequencies 0.5, 1, 2, 3, 4, 5, 8, and 17 Hz whose amplitude increased between 0 and 100 degs within a duration of 100 s (ramp up) and then back to 0 degs within a duration of 100 s (ramp down). Overall, variations in neural activity were similar during both the ramp-up and ramp-down portions of the stimulus. Results were thus averaged between both portions.

Data Analysis. Neural data were imported into MATLAB (The MathWorks) for sorting as well as for all offline analysis. For each neuron, spike times were converted into a binary sequence sampled at 1 kHz. Specifically, time was discretized into bins of 1 ms length, and the content of each bin was set to 1,000 if one spike occurred within and to 0 otherwise. Note that, as the bin width is less than the neuron’s absolute refractory period, at most, one spike could occur during any given bin.

The time-dependent firing rate was obtained by low-pass filtering the binary sequence with a Kaiser filter whose cutoff was 0.5 Hz above the stimulus frequency (81). The time-dependent firing rate was then aligned to be in phase with the head velocity stimulus using the cross-correlation function (36). The head velocity was discretized into bins of 2 degs, and we verified that the firing rate distributions for each bin were normal using a Lilliefors test (P > 0.08 in all cases). Discrimination thresholds were defined as the minimum change in head velocity from a given amplitude for which the firing rate distribution could be reliably discriminated. Specifically, discriminability between firing rate distributions was quantified using df (42):
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where \( \mu_1 \) and \( \mu_2 \) are means of the distributions and \( \sigma_1^2 \) and \( \sigma_2^2 \) their variances. Now, assuming that \( \sigma_1^2 = \sigma_2^2 = \sigma^2 \) distributions are discriminable, if \( d^* \approx 1.16 \) (82), and rearranging Eq. 1 gives the following:

\[
\Delta v = 1.16 \cdot \frac{\sigma}{\mu}.
\]

where \( \Delta v \) is the minimum change in firing rate that gives rise to distributions with SD \( \sigma \) that are discriminable from one another. Now, changes in firing rate are related to changes in head velocity \( \Delta v \) by the gain \( G \) for a linear system, which gives the following:

\[
\Delta v = 1.16 \cdot \frac{\sigma}{\mu}.
\]

where \( \Delta v \) is the minimum change in head velocity that gives rise to a change in firing rate that can be discriminated from random fluctuations and thus corresponds to the discrimination threshold. In practice, we used a pedestal (i.e., reference) head velocity value of zero. We note that discrimination thresholds are actually independent of the pedestal value chosen because the firing rate is a linear function of the instantaneous head velocity. Furthermore, we used a value of \( d^* = 1.16 \), as this corresponds to a probability of correct detection of 79.4%, which is the same value as that used in a previous psychophysical study (10), which allows for better comparison between results. We note that both the variability \( \sigma \) and the gain \( G \) can depend on stimulus amplitude if there are nonlinearities present in the population. We note that both the variability \( \sigma \) and the gain \( G \) can depend on stimulus amplitude if there are nonlinearities present in the population.

Weber’s law states that the JND divided by the stimulation amplitude should be constant (1). Thus, neural discrimination thresholds should increase linearly with stimulus amplitude and deviations from linearity were quantified as \( 1-R^2 \), where \( R^2 \) is the goodness of fit of a line least squares fit to the discrimination threshold as a function of the stimulus amplitude. Discrimination thresholds were computed from Eq. 3 for time windows of 2 s that were moved over time in increments of 1 ms. The firing rate during each time window was aligned to be in phase with the head velocity stimulus by computing the cross-correlation and finding the position of the peak, as done previously (36). The gain was computed from the slope of the best-fit straight line when plotting the firing rate aligned with the head velocity stimulus. Variability was computed as the SD of the firing rate distribution. In practice, gain and variability values were averaged between the ramp-up and ramp-down portions of the stimulus and were low pass filtered (first-order Butterworth, 0.5 Hz cutoff) before taking their ratio to compute the discrimination threshold. Discrimination thresholds were then plotted as a function of the mean stimulus amplitude during each time window.

We combined neural activities, assuming that each neuron acts as an individual channel of information (i.e., response variabilities are assumed to be independent of one another). In which case, the variability for \( n \) neurons is given by the following (83):

\[
\sigma_n = \sqrt{n} \cdot \sigma.
\]

where \( \sigma \) is the average variability for a single neuron. The gain for \( n \) neurons is given by the following:

\[
G_n = n \cdot G.
\]

where \( G \) is the average gain for a single neuron. We note that this is because the change in the population firing rate is then \( n \) times the change in the single-neuron firing rate. The discrimination threshold is then given by the following:

\[
\Delta v_n = \frac{\Delta v}{\sqrt{n}}.
\]

where \( \Delta v \) is the average discrimination threshold of a single neuron.

We used Eq. 6 to compute discrimination thresholds as a function of population size \( n \).

Data Availability. All study data are included in the article and/or SI Appendix.
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