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Chacron MJ, Fortune ES. Subthreshold membrane conductances
enhance directional selectivity in vertebrate sensory neurons. J Neu-
rophysiol 104: 449–462, 2010. First published May 5, 2010;
doi:10.1152/jn.01113.2009. Directional selectivity, in which neurons
respond preferentially to one “preferred” direction of movement over
the opposite “null” direction, is a critical computation that is found in
the central nervous systems of many animals. Such responses are
generated using two mechanisms: spatiotemporal convergence via
pathways that differ in the timing of information from different
locations on the receptor array and the nonlinear integration of this
information. Previous studies have showed that various mechanisms
may act as nonlinear integrators by suppressing the response in the
null direction. Here we show, through a combination of mathematical
modeling and in vivo intracellular recordings, that subthreshold mem-
brane conductances can act as a nonlinear integrator by increasing the
response in the preferred direction of motion only, thereby enhancing
the directional bias. Such subthreshold conductances are ubiquitous in
the CNS and therefore may be used in a wide array of computations
that involve the enhancement of an existing bias arising from differ-
ential spatiotemporal filtering.

I N T R O D U C T I O N

A critical function of nervous systems is the extraction of
behaviorally relevant features of sensory stimuli via computa-
tions in central brain circuits. Perhaps the most well known
computation involves determining the direction of motion of a
sensory stimulus. Neurons that respond selectively to a given
direction of movement have been discovered in a variety of
organisms ranging from insects to mammals (Borst and
Egelhaaf 1989, 1990; Euler et al. 2002; Haag et al. 2004; Hubel
and Wiesel 1962; Jagadeesh et al. 1997; Priebe and Ferster
2008; Srinivasan et al. 1999) and are thought to be a neural
correlate of motion perception. Understanding the mechanisms
by which neurons respond selectively to a given direction of
motion has been the focus of intense investigation for the past
50 yr.

The mechanisms for direction selectivity rely on two funda-
mental operations (Reichardt and Wenking 1969). The first
operation involves generating a directional bias by asymmetric
filtering of information from at least two separate spatial
locations within the receptive field. Many mechanisms can
give rise to a directional bias, including dendritic integration
(Euler et al. 2002), temporal delays (Haag et al. 2004; Ja-
gadeesh et al. 1997), and synaptic depression (Carver et al.
2008; Chacron et al. 2009; Chance et al. 1998).

The second operation involves the nonlinear interaction of
these inputs. Various types of nonlinearities have been pro-
posed such as multiplication (Reichardt 1987), squaring (Ad-
elson and Bergen 1985), shunting (Euler et al. 2002), and
thresholding (Priebe and Ferster 2008; Priebe et al. 2004).

Perhaps the most widely known type of Reichardt detector is
the one found in the visual system of insects (Borst and
Egelhaaf 1989, 1990). In this detector, the directional bias is
generated by delaying the output from one spatial position in
the receptive field and the nonlinear integration is generated by
a downstream multiplier. It is for this reason that the Reichardt
detector found in the visual system of insects is sometimes
referred to as a correlation-based detector in that it responds to
inputs that are correlated. It is important to note that, as
described in the preceding text, any asymmetric filtering fol-
lowed by any nonlinear interaction of at least two spatially
separate inputs will give rise to directional selectivity (Borst
and Egelhaaf 1990; Reichardt 1987).

Weakly electric fish are particularly well-suited for the study of
motion processing as these animals have been intensively studied
for over 30 yr in relation to electrosensory processing and have
unusually well characterized neural circuits (Fortune 2006; Maler
et al. 1991). These animals produce electric fields using a special-
ized electric organ and can sense distortions of the self-generated
electric field through an array of electroreceptors located in the
skin (Fortune 2006). These electroreceptors project to pyramidal
cells within the electrosensory lateral line lobe, which in turn
project to the midbrain torus semicircularis (TS) (Maler et al.
1991), which is the equivalent of the mammalian inferior collicu-
lus. Previous studies have shown that directional selectivity
emerges at the level of the TS (Bastian 1981; Chacron et al. 2009;
Ramcharitar et al. 2005, 2006) and that differences in the time
constants of short-term depression most likely generated the
necessary directional bias (Chacron et al. 2009).

Here we show that subthreshold membrane conductances can
act as a nonlinear integrator in generating directionally biased
responses in vertebrate sensory neurons. In contrast to previously
proposed nonlinear integrators, these conductances act to enhance
the response in the preferred direction only. Our study includes a
generic mathematical model that we used to explore the ranges of
parameters in which subthreshold conductances can enhance,
attenuate, or have no effect a given directional bias. We then
present experimental evidence that subthreshold conductances
found in TS neurons of weakly electric fish can enhance direc-
tional biases by selective activation only when the object moves in
the preferred direction. Finally, we use pharmacological tech-
niques to better understand the nature of the ion channels that
mediate the subthreshold conductance.
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M E T H O D S

Animals

The weakly electric fish Apteronotus leptorhynchus was used in this
study. Animals were obtained from tropical fish suppliers and accli-
mated in the laboratory setting for several days before being used for
experiments according to published guidelines (Hitschfeld et al.
2009). The experimental procedures have been described in detail
elsewhere (Bastian et al. 2002; Chacron 2006; Chacron and Bastian
2008; Chacron et al. 2009; Mehaffey et al. 2008; Toporikova and
Chacron 2009). All procedures were approved by the institutional
animal care and use committees of Marine Biological Laboratory,
McGill University, and the Johns Hopkins University. Animal hus-
bandry and all experimental procedures followed guidelines estab-
lished by the Society for Neuroscience and the National Research
Council.

Stimulation and recording

Intracellular recordings were made from torus semicircularis (TS)
neurons within the most superficial five layers in intact, awake,
behaving fish using patch pipettes, as has been described previously
(Chacron et al. 2009; Rose and Fortune 1996). Data were acquired
with a Cambridge Electronic Design Power1401 hardware and Spike2
software (Cambridge, UK). Neurons where held a various levels of
polarization using DC current injected through the recording elec-
trode; current injection ranged between �0.4 and �0.2 nA.

Stimuli included moving objects (Chacron et al. 2009; Ramcharitar
et al. 2005, 2006) consisting of a 1.8 cm wide metal plate with a
plastic coating on the side opposite to the animal. The object was
actuated with a pen plotter (HP 7010B) and moved sinusoidally along
the fish’s rostrocaudal axis over a distance of 15 cm. The sinusoid was
centered at the animal’s midpoint and had a frequency of 0.25 Hz,
corresponding to an average velocity of �10 cm/s, which is the
observed mean velocity of salient sensory images during prey capture
behavior (Nelson and MacIver 1999) and within the velocities of error
signals that the fish experience during refuge tracking behaviors
(Cowan and Fortune 2007). These stimuli were repeated �20 times.

In other experiments, a small stationary dipole was positioned at
different rostrocaudal positions to map a given neuron’s receptive
field. The dipole was used to deliver amplitude modulations of the
animal’s electric organ discharge (EOD) using previously established
techniques (Bastian et al. 2002; Chacron 2006; Chacron et al. 2003,
2009). The stimuli consisted of 20 Hz sinusoidal amplitude modula-
tions that lasted for 250 ms and were repeated every second �200
times (Chacron et al. 2009). Such stimuli have been previously shown
to elicit reliable synaptic depression at electrosensory lateral line lobe
to torus synapses (Fortune and Rose 2000). These studies have
furthermore shown that the time constant of depression was indepen-
dent of the frequency used. Responses to such stimuli were accumu-
lated as peristimulus time histograms. The peak response at every
stimulus cycle was fitted with a decaying exponential to obtain the
depression time constant �i at a given position. The different time
constants obtained at different positions were then used in a model
(described in the following text) to predict the directional bias. We
note that the same dipole was used as the moving object for the
neurons for which we mapped the receptive field (Chacron et al.
2009).

Pharmacology

We blocked sodium channels by adding 2 mM QX-314 (Sigma-
Aldrich, St. Louis, MO) to the internal pipette solution as was done
previously (Fortune and Rose 2003). We blocked inhibition by adding
50 mM picrotoxin (PTX, Sigma-Aldrich) to the internal pipette
solution. PTX has been previously shown to block chloride channels
when applied intracellularly at these concentrations (Inomata et al.

1988). We used pressure to inject saline, mibefradil dihydrochloride
(Mib; 1 mM, Sigma-Aldrich), NiCl2 (1 mM, Sigma-Aldrich), and
2-amino-5-phosphonovaleric acid (APV; 1 mM, Sigma-Aldrich) into
the brain. A patch pipette with a large tip diameter (�0.5 mM) was
connected to a 50 ml syringe and advanced into the TS close to the
recording pipette. Gentle pressure was then applied to the syringe to
eject the drug without disrupting the intracellular recording.

Previous studies have shown that pressure injection leads to effective
concentrations that are �10 times less at the recording site (Turner et al.
1994). Although NiCl2 is a broad spectrum antagonist of calcium chan-
nels, Mib has been shown to be specific for T-type calcium channels at
these concentrations (Bloodgood and Sabatini 2007; Mehrke et al. 1994).
Intracellular recordings were successfully maintained during the injection
of NiCl2 and Mib in five neurons, thereby allowing a direct comparison
of the postsynaptic potentials (PSPs) before and after injection. Direc-
tional selectivity was compared in neurons recorded extra- or intracellu-
larly before and after the injection of saline, NiCl2, and Mib. These drugs
were effective, as evidenced in the data, for �3 h after injection. For
QX-314, we computed the directional selectivity index (DSI) from the
membrane potential. We computed the DSI from the spike train for all
other agents used.

Modeling

Our model is based on Hodgkin-Huxley formalism with the current
balance equation

C
dV

dt
� �gleak(V � Eleak) � gTs�

3 (V)h(V)(V � ECa) � I(t)

dh

dt
�

h�(V) � h

�h
(1)

where C is the membrane capacitance, V is the transmembrane potential
difference, gleak and gT are the leak and voltage-gated calcium channel
conductances with reversal potentials Eleak and ECa, respectively. We
chose to use model parameters for a calcium channel, but many other
conductances, including subthreshold sodium conductances, would pro-
duce identical results. The calcium channel is assumed to activate in the
subthreshold regime with negligible time constant, and the variable h is
the inactivation variable. The activation and inactivation kinetics were
fitted from previous experimental data on T-type calcium channels
(Coulter et al. 1989; Rush and Rinzel 1994)

s�(V) �
1

1 � exp��
V � 63

7.8 � (2)

h�(V) �
1

0.5 ��0.25 � exp��
V � 82

6.3 �
(3)

In our previous study (Chacron et al. 2009), we used a mathematical
model that incorporated different time constants of synaptic depres-
sion from different spatial positions within the receptive field. We thus
briefly describe this model here. The receptive field of the model
neuron is one-dimensional and is composed of N “zones” of length 5
mm. The output of the ith zone is given by

Oi(t) � Gi�(t � ti) exp��
t

�i
� (4)

where ti is the time at which the moving object first enters the ith zone,
and �(t) is the Heaviside function [�(t) � 1 if t � 0 and �(t) � 0
otherwise]. Here Gi, �i are the gain and depression time constant
associated with the ith zone, respectively. All simulations where done
with a point moving object moving at a constant speed of 10 cm/s, which
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corresponds to the velocity at which the animal moves during prey
capture (Nelson and MacIver 1999). The input I(t) was then taken as the
sum of the inputs from all zones convolved with an alpha function (time
constant, 20 ms). For all simulations, the gains Gi and depression time
constants �i were obtained from experimental measurements as previ-
ously described (Chacron et al. 2009). We simulated this model using an
Euler algorithm with integration time step dt � 0.0025 ms. Other
parameter values used were gleak � 0.18 �S, Eleak � �70 mV, Eca �
120 mV, C � 1 �F, �h � 30 ms. This model was used to generate the
results described in Figs. 2, A–D, and 4.

In other simulations, the input I(t) was taken to be composed of a
bias term plus a time varying part the time course of which is an alpha
function

I(t) � Ibias � A
t

�	

exp�1 �
t

�	
� (5)

where �	 � 6 ms. We simulated the directional bias in the input by
varying the parameter A. This parameter took the value Ap when the
object moved in the preferred direction and took the value An when
the object moved in the null direction. The input directional bias DIin

is then defined by

DIin �
Ap � An

max(Ap, An)
(6)

The output directional bias was then defined as

DIout �

Vp � 
Vn

max(
Vp, 
Vn)
(7)

where �Vx is the maximum voltage depolarization caused by the input
with amplitude Ax. We note that, to compute DIin and DIout, we had
to perform a nonlinear operation in computing the maximum value.
Comparing DIin and DIout allows us to gauge the effects of the nonlinear
subthreshold conductance as DIin � DIout for a linear system. We also
simulated this model using an Euler algorithm with integration time step
dt � 0.0025 ms. Other parameter values used were gleak � 0.18 �S,
Eleak � �70 mV, Eca � 120 mV, C � 1 �F, �h � 30 ms, and Ibias �
�1.1 nA unless indicated otherwise. This model was used to generate the
results described in Figs. 2, E–H, and 3.

Data analysis

Data from TS neurons and from the model with synaptic depression
were analyzed similarly. The directional selectivity index (DSI) was
computed as

DSI �
RHT � RTH

max(RHT, RTH)
(8)

RHT, RTH are the maximum responses when the object moves from
head to tail and from tail to head, respectively. We note that this
definition differs slightly from that used by other authors (Jagadeesh
et al. 1997; Priebe and Ferster 2008) and that this does not affect our
results qualitatively. The DSI is thus 1 for a neuron that responds only
when the object moves in one direction and 0 for a neuron that
responds equally when the object moves in both the head-to-tail and
tail-to-head directions. Spiking responses were accumulated as peri-
stimulus time histograms and the maximum responses were taken to
be the peak firing rates. We also computed DSI from the subthreshold
membrane potential response with spikes removed: the maximum
responses where then taken to be the maximum positive voltage
deflections with respect to the resting membrane potential (i.e., the
value when no stimulus is present) as before (Chacron et al. 2009).
Spikes were removed by using a finite impulse response (FIR) filter
with a 30 Hz cutoff frequency in Spike2. The mean square error
��2� was defined as

��2� � �
i�1

N

(DSIi,measured � DSIi,predicted)
2 (9)

where DSIi,measured and DSIi,predicted are the values of DSI experimen-
tally measured and predicted by the model, respectively. Here N is the
data sample size (n � 10).

R E S U L T S

TS neurons display directional selectivity

We performed in vivo intracellular recordings from TS
neurons (n � 21) while moving an object back and forth along
the side of the animal (Fig. 1A). The majority of neurons,
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FIG. 1. The spiking and subthreshold membrane potential responses of TS
neurons display identical directional biases. A: schematic of the experimental
setup: a moving object (vertical gray bar) was moved sinusoidally back and
forth lateral to the animal. Gray arrow, tail-to-head direction; black arrow,
head-to-tail direction. B: example spiking (top) and membrane potential
(bottom) of an example TS neuron averaged over stimulus trials. This neuron
showed weak or no responses when the object moved from head to tail (black)
and strong responses when the object moved from tail to head (gray).
Directional selectivity was quantified by comparing the peak responses in both
the spike train and membrane potential in both the preferred (i.e., the direction
that gave rise to the greatest peak response) and null (i.e., the other direction)
directions. The values of |directional selectivity index| (|DSI|) computed from
the membrane potential and spike train were 0.86 and 0.83, respectively.
C: |DSI| computed from the spike train plotted as a function of |DSI| computed
from the membrane potential for our dataset. We observed a strong and
significant correlation coefficient between both quantities (R � 0.87, P ��
10�3, n � 18) with most datapoints lying across the identity line (gray line).
D: population-averaged |DSI| values obtained from the spike train (left) and
subthreshold membrane potential (right) responses were not significantly
different (P � 0.4961, sign-rank test, n � 18).
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consistent with previous studies (Chacron et al. 2009; Ram-
charitar et al. 2006), exhibited directional selectivity (Fig. 1B).
An example neuron shown in Fig. 1B responded strongly when
the object moved from tail to head (the preferred direction) and
weakly when the object moved from head to tail (the null
direction). The response in the preferred direction consisted of
a large depolarization in the membrane potential response (Fig.
1B, bottom), which led to a large increase in firing rate (B, top).
In contrast, the response in the null direction consisted of a
small depolarization in the membrane potential response (Fig.
1B, bottom), which led to a small increase in firing rate (B, top).

We quantified the directional bias in both the intracellular and
spiking responses of TS neurons using a previously established
measure termed the DSI, which ranges between �1 (complete
directional selectivity in the tail-to-head direction) to 1 (complete
directional selectivity in the head-to-tail direction) with a value of
0 indicating no directional preference (Chacron et al. 2009).
Because our concern here is understanding the mechanisms by
which TS neurons display a directional bias rather than the
particular direction to which they best respond to, we report values
for the absolute directional selectivity index |DSI|, which ranges
between 0 (no directional selectivity) and 1 (complete directional
selectivity). We found a strong and significant correlation between
|DSI| measured from the membrane potential and |DSI| measured
from the spiking response (Fig. 1C; R � 0.87, P �� 10�3, n �
18). As a consequence, the population-averaged |DSI| values
computed from the membrane potential and spike train were not
significantly different from one another (Fig. 1D; P � 0.4961,
sign-rank test, n � 18). This implies that the spiking threshold
does not act as the nonlinear integrator here and therefore does not
act to suppress the response in the null direction, which is contrary
to what is seen in other systems (Priebe and Ferster 2008; Priebe
et al. 2004). We conclude that nonlinear integration must instead
occur in the subthreshold regime.

Subthreshold conductances can conserve, amplify, or
attenuate underlying directional biases in a
mathematical model

We have previously shown that differences in the time
constant of depression from different spatial locations within a
given neuron’s receptive field generated the necessary direc-
tional bias in TS neurons (Chacron et al. 2009). The basic
schematic for generating directional selectivity using two dif-
ferent time constants of depression is illustrated in Fig. 2A.
When the object moves from the zone with the longest time
constant to the zone with the shortest time constant, there is
significant overlap between the two responses (Fig. 2B). In
contrast, when the object moves from the zone with the
shortest time constant to the zone with the longest time con-
stants, the amount of overlap is significantly reduced (Fig. 2C).
As a result, the sum of the two responses displays a greater
maximum value in the former case and a lesser maximum
value in the latter case (Fig. 2D).

This difference in the maximum value can be used to
generate directionally biased responses through nonlinear
mechanisms as previously described (Carver et al. 2008;
Chance et al. 1998). It is important to note here that the
maximum value of |DSI| that can be generated from this model
is 0.5. To see this, consider the case where the maximum value
of the responses from each zone are both equal to A � 0.

Furthermore, let us assume there is total overlap between the
two responses in the preferred direction and that there is no
overlap in the null direction. As such, the maximum response
amplitude of the summed input is then A � A � 2A in the
preferred direction and A in the null direction. It is then easy to
show that |DSI| � (2A � A)/(2A) � 0.5. Furthermore, this is
the maximum value that |DSI| can take as any less than total
overlap between the responses will decrease the value of |DSI|.
It is thus clear that this model alone cannot completely account
for directional selectivity in TS neurons that display values of
|DSI| � 0.5 such as the example neuron from Fig. 1 for which
we obtained |DSI| � 0.86.

Here we are interested in understanding the nature of the
nonlinear integrator in TS neurons that could potentially ex-
plain why we obtained values of |DSI| that were �0.5. Because
previous studies have shown that TS neurons can display large,
all-or-none conductances that are active in the subthreshold
regime (Fortune and Rose 1997, 2003), we therefore tested the
hypothesis that such conductances act as the necessary nonlin-
ear integrator responsible for the observed directional bias in
the membrane potential of TS neurons. To test this idea, we
started by building a model that consisted of a leak current and
a voltage-gated calcium channel that activates in the subthresh-
old regime (Fig. 2E). Please note that our model did not contain
any spiking currents because our data showed that the |DSI|
computed from the spike train was on average equal to that
computed from the membrane potential. For simplicity, we
simulated the input directional bias by injecting alpha functions
of different amplitudes Ap and An as an input rather than using
the full model with synaptic depression (Fig. 2E) and com-
puted the output directional bias DIout from the model’s mem-
brane potential response.

We then tested the model’s ability to act as a nonlinear
integrator by comparing the output bias DIout, which was
computed from the voltage depolarizations �Vp and �Vn ob-
tained in response to the inputs Ap and An, respectively (Fig.
2E). It is important to note that nonlinear operations must be
used to compute both DIin and DIout. Comparing the values of
DIin and DIout allows us to quantify the effects of the nonlinear
subthreshold conductance as DIin � DIout for any linear sys-
tem. Figure 2F shows the output bias DIout as a function of the
input bias DIin for different values of the active conductance.
Without the active conductance, our model is a linear system
and the output directional bias DIout is thus always equal to the
input directional bias DIin. We found that increasing the active
conductance initially increased the output directional bias DIout
for a given input directional bias DIin, with increasing values of
gT being able to increase smaller and smaller input directional
biases DIin (Fig. 2F). However, further increasing the active
conductance value caused the output directional bias to be
actually less than the input directional bias (Fig. 2F). These
results show that the output directional bias could reach values
that were �0.5.

To better understand these results, we specifically looked at
three cases (Fig. 2G). In case 1, both the inputs cause voltage
deflections that are below the activation threshold for the active
conductance. In case 2, the larger input simulating movement
in the preferred direction causes a voltage deflection that
activates the conductance, whereas the smaller input simulat-
ing movement in the null direction does not. In case 3, both
inputs cause voltage deflections that activate the conductance.
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FIG. 2. Modeling the effects of a subthreshold T-type calcium channel on an existing directional bias. A: schematic of the receptive field of a hypothetical
neuron that is composed of zones 1 and 2. Zones 1 and 2 differ in their responses to a moving object as they have different temporal profiles that are characterized
by different time constants of decay �1 and �2, respectively. These responses are summed to give rise to the input I(t). The responses are illustrated for �1 � 10
ms and �2 � 200 ms. B: responses of zone 1 (green), zone 2 (red), and input I(t) (black) when the object moves from right to left. C: responses of zone 1 (green),
zone 2 (red), and input I(t) (black) when the object moves from left to right. D: input I(t) when the object moves from left to right (gray) and when the object
moves from right to left (black). When the object moves from right to left, there is overlap between the responses from zones 1 and 2 because the object first
moves through zone 2, which has the greatest time constant of decay, leading to a greater maximum value for the input I(t). When the object moves from left
to right, the amount of overlap between the responses of zones 1 and 2 is less because the object now moves through zone 1 first, which has the lesser time
constant of decay, leading to a lesser maximum value for the input I(t). E: model schematic: the input I(t) is presented to our model neuron, which has both leak
gleak and voltage-gated calcium gT conductances. The output directional bias DIout is computed by comparing the peak voltage deflections caused by both inputs
and is then compared with the input directional bias DIin. F: output directional bias DIout as a function of input directional bias DIin for different values of the
T-type calcium channel maximum conductance gT. G: illustration of 3 different regimes. 1) Both inputs cause voltage deflections that do not activate the T-type
calcium conductance because their peak values are below its threshold for activation (dashed line). 2) The preferred input activates the T-type calcium
conductance while the null input does not. 3) Both inputs activate the T-type calcium conductance. H: the response of the model to the all 3 inputs described
in G. In case 1 (left): both inputs do not trigger a calcium spike and the model output thus has a similar directional bias than the input. The model thus acts like
a “follower”. In case 2 (middle): the preferred input causes a calcium spike, which greatly increases the output directional bias for a given nonzero input
directional bias. The model thus acts like an “amplifier.” In case 3 (right): both inputs cause calcium spikes that are similar in shape, thereby causing a decrease
in the output directional bias. The model thus acts like an “attenuator.” For the simulations, we used An � 180, Ap � 310, gT � 0.3 �S.
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The responses to these cases are shown in Fig. 2H. It is
important to note that one can transition between these three
regimes by varying multiple parameters in the model; here we
are illustrating the case where Ibias is varied (Fig. 2H). In case
1, the responses are weakly or not at all affected by the
conductance and the output directional bias will be similar to
that of the input (Fig. 2H). The model behaves almost linearly
and the output bias will be close to the input bias. In case 2, the
input in the preferred direction activates the conductance,
giving rise to a large voltage depolarization whereas the input
in the null direction does not (Fig. 2H). The output bias is
greater than the input bias and the model thus acts like an
amplifier. In case 3, both inputs activate the conductance and
both give rise to stereotyped voltage depolarizations. The
output bias is less than the input bias (Fig. 2H) and the model
therefore acts like an attenuator.

We next characterized the parameter regimes that gave rise
to the three cases mentioned in the preceding text. Specifically,
we looked at the effect of varying the input bias DIin, the
baseline current Ibias, and the maximum active conductance gT.
In all cases, we varied the input bias DIin by increasing the
amplitude of the larger input while keeping the amplitude of
the smaller input constant.

Varying both DIin and Ibias gave rise to different regimes
(Fig. 3A): at very hyperpolarized voltages, a high-input direc-
tional bias DIin is necessary to activate the active conductance
and thereby make the model transition from the “linear” to the
“amplifier” regime. The value of the directional bias DIin at
which this transition occurs decreases at more depolarized
voltages. At more depolarized voltages, both inputs activate the
active conductance and the model is in the “attenuator” regime.

We note that even more depolarized voltages will lead to
inactivation of the calcium conductance and that the model will
then transition to the linear regime.

We next varied both the input directional bias DIin by increas-
ing the amplitude of the input in the preferred direction as well as
the maximum active conductance gT (Fig. 3B). For low values of
gT, a high-input directional bias DIin is necessary to make the
model transition from the linear to the amplifier regime. This
value of input directional bias DIin decreases for higher values of
gT. For high values of gT, the model is in the attenuator regime as
both inputs will activate the T-type conductance.

We also varied both the maximum active conductance gT and
the baseline current Ibias (Fig. 3C). We found that, for a given
value of input directional bias DIin, the value of gT at which the
transition from the linear to the amplifier regime decreases for
increasing values of Ibias. These results show that different model
parameters can change the values of input directional bias DIin
that is amplified by the T-type calcium conductance.

Nonlinear integration by subthreshold conductances is
sufficient to account for the directional biases observed
experimentally in TS neurons

We next explored whether nonlinear integration by subthresh-
old membrane conductances could account for the experimentally
observed directional biases in TS neurons. We therefore com-
bined our previously published model that incorporated different
time constants of depression (described in the preceding text) with
our current model that incorporates a nonlinear membrane con-
ductance. As described previously, the depression time constants
in the model were determined from experimental data as de-
scribed previously (Chacron et al. 2009). The only model param-
eter that we systematically varied was the maximum conductance
gT. Furthermore, we used the same value of gT. We used the same
values of gT for all neurons in our dataset.

Without an active conductance (gT � 0), there was a strong
and significant positive correlation between the predicted |DSI|
from our model and the experimentally measured value of
|DSI| (R � 0.88, n � 18, P � 10�3; Fig. 4A). However, most
datapoints were below the identity line (black line in Fig. 4A),
indicating that our model with gT � 0 systematically underes-
timated the directional bias. This could have been expected as
all values of |DSI| obtained from the model with gT � 0 are
�0.5 (see preceding text for an explanation), whereas some
neurons in our dataset had values of |DSI| that were �0.5. We
next partitioned our dataset into three groups: neurons for
which |DSI| � 0.15, neurons for which 0.15 � |DSI| � 0.5, and
neurons for which |DSI| � 0.5 and compared the population-
averaged predicted and experimentally measured values of
|DSI| for each group. Our results showed that the values of
|DSI| predicted by our model with gT � 0 was significantly less
than the experimentally measured value for groups 2 and 3 (Fig.
4B). This indicates that the discrepancy between model and data
cannot fully be accounted by neurons for which |DSI| � 0.5. We
will return to this point in the discussion.

We then activated the active conductance (gT � 0.3 �S) and
ran the model in the amplifier regime. This preserved the
strong and significant positive correlation between the pre-
dicted |DSI| values from our model and the experimentally
measured value of |DSI| (R � 0.88, n � 18, P � 10�3; Fig.
4A). Also, the predicted values of |DSI| were more quantita-
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tively similar to those obtained experimentally (Fig. 4C). Our
results showed that the values of |DSI| predicted by our model
with gT � 0.3 �S were not significantly different from the
experimentally measured ones for all three groups (Fig. 4D).

Finally, we quantified the goodness of fit between the model
and data by computing the mean square error 	�2
 and plotted
	�2
 as a function of gT. It is seen that 	�2
 is minimal when
gT � 0.3 �S (Fig. 4E). This can be expected from the three
regimes described in Fig. 2. When the model is in the linear
regime (gT � 0), there is a significant underestimation of the
absolute directional bias |DSI| as described in the preceding
text. Increasing gT will cause the model to transition to the
amplifier regime, which increases the |DSI| value from the
model and gives a better fit to the data. However, further
increasing gT will cause the model to transition to the attenu-
ator regime, which degrades the fit between data and model.

Subthreshold membrane conductances increase directional
selectivity in TS neurons

Our models predict that nonlinear integration by subthresh-
old conductances not only act as the necessary nonlinear
integrator but further can enhance the directional bias in TS
neurons when activated preferentially by object motion in the
neuron’s preferred direction. We tested this hypothesis by

performing experiments in which we varied the resting mem-
brane potential by varying the level of current injection through
the recording electrode. Previous studies have shown that
hyperpolarization by constant negative current injection can
silence subthreshold membrane conductances in TS neurons
(Fortune and Rose 1997, 2003), which should, based on our
model, significantly reduce directional selectivity.

Figure 5A shows an example of a subthreshold depolariza-
tion with action potentials on top that can be de-activated by
injecting hyperpolarizing current through the electrode. We
first quantified the amplitude of these depolarizations as a
function of the resting membrane potential value and found a
maximum amplitude when the resting membrane potential was
around �80 mV with more depolarized and more hyperpolar-
ized giving rise to lower amplitudes (Fig. 5B).

We next looked at whether reducing the amplitude of these
depolarizations had any effect on directional selectivity in TS
neurons. Figure 5C shows the directional selectivity index DSI
versus the holding current for an example neuron. This neuron
was strongly directionally selective when no holding current
was applied. However, hyperpolarization and depolarization
both attenuated the value of |DSI| for this neuron as can be seen
from the membrane potential response to a moving object (Fig.
5, D–F). Similar results were seen for other neurons. Overall,
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account for experimentally measured values of directional se-
lectivity. A: |DSI| predicted by our model (y axis) with no active
conductance (gT � 0) compared with the actual |DSI| measured
experimentally (x axis). Although there is a significant positive
correlation between both quantities (R � 0.88, n � 18, P �
10�3), the predicted DSI underestimates the observed |DSI| in
magnitude as most data points lie below the identity line (—).
B: population-averaged DSI values predicted from the model
with gT � 0 (grey) and measured experimentally (black) for
neurons whose experimentally measured |DSI| � 0.15 (left),
0.15 � |DSI| � 0.5 (middle), and |DSI| � 0.5 (right). C: |DSI|
predicted by our model with gT � 0.3 �S compared with the
actual |DSI| measured experimentally. Both quantities are again
strongly positively correlated (R � 0.92, n � 18, P � 10�3).
However, this model can quantitatively account for the ob-
served directional selectivity in the population of TS neurons as
most data points are close to the identity line (—). D: popula-
tion-averaged DSI values predicted from the model with gT �
0.3 �S (grey) and measured experimentally (black) for neurons
whose experimentally measured |DSI| � 0.15 (left), 0.15 �
|DSI| � 0.5 (middle), and |DSI| � 0.5 (right). E: mean square
error 	�2
 between the model and data as a function of gT. ns,
the P value obtained using a sign-rank test was �0.05; *, the P
value obtained using a sign-rank test was �0.01. Throughout,
we used Ibias � �1.1 nA for the model.
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|DSI| values obtained under hyper- and depolarized conditions
were significantly less than those obtained under control con-
ditions (Fig. 5G). The difference between the |DSI| values
under hyper- and depolarized conditions and those obtained
under control conditions were significantly different from zero
(hyperpolarization: P � 0.007, Wilcoxon sign-rank test, n � 6;
depolarization: P � 0.002, Wilcoxon sign-rank test, n � 6; Fig.
5H), thereby confirming that these subthreshold membrane con-
ductances do influence directional selectivity in TS neurons.

How do these subthreshold conductances increase direc-
tional selectivity? Our model predicts that these conductances
are preferentially activated when the object moves in the
preferred direction. To test this hypothesis, we took advantage
of the fact that subthreshold membrane conductances are “all-
or-none” and can be de-activated in the neuron is hyperpolar-
ized by negative DC current injection (Fortune and Rose 1997,
2003). We hyperpolarized TS neurons using negative DC
current injection via the recording electrode.

The intracellularly recorded membrane potential response of
a neuron to four consecutive cycles of the moving object is
shown in Fig. 6A at a value of hyperpolarizing current near the
threshold for de-activating the subthreshold conductance. In
these trials, the amplitude of the response in the preferred
direction (defined as the maximum value of the membrane
potential minus its baseline activity) displays considerable

trial-to-trial variability (Fig. 6A, pluses): the subthreshold con-
ductance was activated on two of the four trials. We plotted a
histogram of the response amplitude values obtained when the
object moved in the preferred direction for this neuron at this
level of hyperpolarizing current and found a bimodal distribu-
tion with a clear separation threshold between the two modes
(Fig. 6B). Note that nonzero variances of each mode in the
histogram reflect the trial-to-trial variability displayed by TS
neurons to a moving object. Stimulus trials for which the response
amplitude was greater than the threshold were termed active trials
as the subthreshold membrane conductance was activated. Stim-
ulus trials for which the response amplitude was less than the
threshold were termed passive trials.

The subthreshold membrane conductance was almost al-
ways activated by the moving object when no current was
injected. Increasing the amount of hyperpolarizing current
activated the subthreshold membrane conductance less and
less frequently (Fig. 6C). We then set the value of hyper-
polarizing current such that the conductance was activated
on only half of the stimulus trials and then compared the
trial-averaged membrane potential responses in the pre-
ferred and null directions for active and passive trials. Our
results showed that, although the maximum response ampli-
tude in the null direction was similar for both active and
passive trials, nevertheless the maximum response ampli-
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tions were significantly different from under control conditions
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tude in the preferred direction was greater for active trials
than for passive trials (Fig. 6D).

We repeated this procedure for six other neurons and again
found a clear separation between response amplitudes when the
subthreshold conductance was activated and those obtained
when it was not. The response amplitudes of active and passive
trials were not significantly different in the null direction (P �
0.443, pairwise t-test, n � 7), and the response amplitudes of
active trials were significantly greater than that of passive trials
in the preferred direction (P � 0.004, pairwise t-test, n � 7;
Fig. 6E). The difference between the response amplitudes in
the preferred direction led to a significantly greater |DSI| values
computed from active trials only as compared with those com-
puted from passive trials only (P � 0.007, Wilcoxon rank-sum
test, n � 7; Fig. 6F). These results show that subthreshold
membrane conductances in TS neurons are indeed preferentially
activated when the object moves in the preferred direction, as
predicted by our model, and increase |DSI|.

Subthreshold voltage-gated calcium channels increase
directional selectivity in TS neurons

We next turned our attention toward elucidating the nature
of these subthreshold membrane conductances. The depen-

dence of the active conductance on the level of polarization
suggests that it is only active at low voltages within the range
observed for T-type calcium channels (Fig. 5B) (Coulter et al.
1989). As such, we injected the T-type calcium channel antag-
onists NiCl2 and Mib close to the recording site. Injection of
NiCl2 reduced the response amplitude in the preferred direction
but not in the null direction (Fig. 7A), and similar results were
seen with the more selective antagonist Mib. Both NiCl2 and Mib
significantly decreased the response amplitude in the preferred
direction (pairwise t-test, n � 5, P � 0.01; Fig. 7B). Furthermore,
both of these agents reduced directional selectivity in TS neurons,
whereas control injections of saline alone, in contrast, had no
significant effect on directional selectivity (Fig. 7C).

Effects of other channels on directional selectivity

Previous studies have shown that many TS neurons have
sodium dependent subthreshold conductances that can enhance
tuning properties (Fortune and Rose 2003). Therefore we
tested whether these sodium conductances might enhance di-
rectional selectivity in a manner similar to that of T-type
calcium channels by using the intracellular sodium channel
antagonist QX-314. Our results showed that QX-314 eliminated
spiking in TS neurons (Fig. 8A); this is consistent with previous
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not were termed “passive.” C: percentage of active trials as
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averaged over active (black) and passive (gray) trials for I �
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results (Fortune and Rose 2003). However, QX-314 did not affect
the subthreshold membrane potential response of TS neurons to a
moving object (Fig. 8B), and the |DSI| computed from the mem-
brane potential response was not altered (C).

We also examined the role of chloride channels using the
antagonist picrotoxin (PTX). PTX altered the baseline firing
activity of TS neurons: the number of action potentials per unit
time increased and these action potentials tended to form
clusters (“bursts;” Fig. 9A). However, PTX did not affect the
subthreshold membrane potential response of TS neurons to a
moving object (Fig. 9B). Although the increased firing activity
due to PTX could have altered directional selectivity, our
results showed that this is not the case as the |DSI| values
computed from the spike train under control conditions and
those computed after PTX injection were not significantly
different from one another (Fig. 9C).

Finally, we examined the role of NMDA receptors using the
antagonist APV. APV caused a reduction in the baseline firing
activity of TS neurons (Fig. 10A) but did not alter the subthreshold
membrane potential response to a moving object (B). Although
the reduced firing activity due to APV could have altered direc-
tional selectivity, the |DSI| values computed from the spike train
under control conditions and those computed after APV injection
were not significantly different from one another (Fig. 10C).

We note that the resting membrane potential values were not
significantly affected by QX-314, PTX, and APV. Our results
therefore show that the subthreshold voltage-gated conductances
that lead to increased directional biases in TS neurons are blocked
by calcium channel antagonists. As these conductances are active
in the subthreshold regime, they are most likely mediated by
T-type calcium channels. Our pharmacological results show that
other conductances such as N-methyl-D-aspartate receptors
(NMDARs), persistent sodium, or chloride channels do not me-
diate directional selectivity in TS neurons.

D I S C U S S I O N

We have demonstrated a novel function of subthreshold
membrane conductances in that they act as a nonlinear inte-

grator of spatiotemporal information for the generation of
directionally selective responses. Our mathematical model has
shown that these conductances can conserve, amplify, or at-
tenuate a given directional bias depending on the level of
polarization and relative amplitudes of PSPs. A variety of
parameters, including the baseline current and maximum con-
ductance value, can alter the range of input directional biases
that can be conserved, amplified, or attenuated.

We then tested our model’s prediction that the level of
membrane polarization would alter directional selectivity using
current injection through the recording electrode. We found that
both de- and hyperpolarization can decrease directional selectivity
in TS neurons in accordance with our model’s predictions. Fur-
ther, we compared active and passive stimulus trials to show that
such conductances increased directional selectivity by increasing
the response in the preferred direction only.

Finally, we applied a variety of pharmacological agents to
identify the subthreshold conductance. The application of
nickel or Mib reduced the amplitude of the membrane depo-
larizations caused by subthreshold membrane conductances
and furthermore reduced directional selectivity in TS neurons,
whereas other agents that target other conductances, including
sodium, chloride, and NMDA, did not. Nickel and Mib are
antagonists of T-type calcium channels, suggesting that these
conductances are responsible for nonlinear integration in TS
neurons was most likely a T-type calcium channel.

Subthreshold membrane conductances increase directional
selectivity in sensory neurons

We have shown that subthreshold voltage-gated calcium
channels act as a nonlinear integrator used in the generation
of directionally biased responses in sensory neurons. As
these conductances are ubiquitous in the CNS of vertebrates
including mammalian visual cortex (Giffin et al. 1991;
Salami and Fathollahi 2000), the novel function that we
have demonstrated here could occur in other systems. Fur-
ther, the mechanism by which this conductance acts as a
nonlinear integrator for direction selectivity is different
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from previously proposed nonlinear integrators: subthresh-
old conductances actually enhance the response in the pre-
ferred direction via supralinear summation of synaptic input
while other nonlinear integrators such as the spiking thresh-
old work by suppressing the response in the null direction
(Priebe and Ferster 2008; Priebe et al. 2004). The activation
of these subthreshold conductances can lead to multiple
action potentials rather than a single one as is the case for
voltage-gated sodium channels. Although our data show that
the spiking threshold does not enhance directional selectiv-
ity in TS neurons, the nonlinear integration by subthreshold
membrane conductances and subsequent nonlinear integra-
tion by other mechanisms such as the spiking threshold and
inhibition are not necessarily mutually exclusive and could
also contribute to directional selectivity. Although our re-
sults indicate that other conductances do not seem to con-
tribute to directional selectivity, we did not systematically
vary the bias current injection to investigate the putative
role of these conductances at other membrane potential
levels. Such studies are beyond the scope of this paper.

Universality of nonlinear integration of synaptic input by
subthreshold membrane conductances

The mechanism by which subthreshold membrane con-
ductances nonlinearly integrate synaptic input is generic and
acts via supralinear summation. The mechanism is similar to
supralinear summation of synaptic input by other subthresh-
old conductances such as persistent sodium channels (Ber-
man et al. 2001; Heckman et al. 2003; Schwindt and Crill
1995) or NMDA receptors (Rhodes 2006). Such nonlinear
integration has been shown to serve a variety of functions
including contrast enhancement (Dhingra et al. 2005) and
high-frequency sensitivity to moving sensory images (Haag
and Borst 1996). This similarity has important conse-
quences. First, although our results have shown that persis-
tent sodium channels and NMDA receptors did not contrib-
ute to enhancing directional selectivity in TS neurons, it is
nevertheless possible that these channels could enhance
directional selectivity in other systems via a mechanism
similar to the one shown here. Second, it is possible that
subthreshold voltage-gated calcium conductances could me-
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potential firing in after application of QX-314 (gray). B: low-pass filtered (FIR
filter in spike2, 30 Hz cutoff) membrane potential trace averaged over stimulus
trials of this same neuron in response to a moving object under control (black)
and after QX-314 (gray). Note that both traces almost completely overlap.
C: population-averaged |DSI| values computed from the membrane potential
under control and after QX-314 were not statistically significantly different
from one another (P � 0.7334, sign-rank test, n � 12) as indicated (ns).
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FIG. 9. The chloride channel antagonist picrotoxin (PTX) does not affect
directional selectivity in TS neurons. A: example membrane potential record-
ing from a neuron’s baseline activity under control conditions (black). This
same neuron showed elevated firing in its baseline activity as well as a greater
propensity to fire bursts of action potentials (see asterisk) action potential firing
after PTX (gray). B: low-pass filtered (FIR filter in spike2, 30 Hz cutoff)
membrane potential trace of this same neuron in response averaged over
stimulus trials to a moving object under control (black) and after PTX (gray).
Note that both traces almost completely overlap. C: population-averaged |DSI|
values computed from the membrane potential under control and after PTX
injection were not statistically significantly different from one another (P �
0.5469, Wilcoxon rank-sum test, df � 15) as indicated (ns).
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diate other computations via supralinear summation of syn-
aptic input. For example, selectivity to ascending or de-
scending frequency modulated acoustic sweeps has been
observed in mammalian inferior colliculus (IC) and auditory
cortex (Fuzessery and Hall 1996; Fuzessery et al. 2006;
Razak and Fuzessery 2006, 2008; Suga 1965). As the IC is
homologous to the TS, a comparison of the mechanisms that
lead to directional selectivity in both structures is expected
to be quite insightful.

Our mathematical model predicts that subthreshold conduc-
tances can sometimes attenuate a given bias in the input.
Specifically, this occurs when inputs caused by movement in
both the preferred and the null directions both activate the
subthreshold conductance (Fig. 2). Although our experimental
data show that this does not appear to occur in TS neurons
under normal conditions, such a mechanism could be poten-
tially used to reduce variability in the responses of neural
populations and further studies are necessary to confirm or
invalidate this hypothesis. Further studies are necessary to
examine this hypothesis.

Nature of the subthreshold membrane conductance

Our results have shown that injection of NiCl2 and Mib
reduced the amplitude of calcium-dependent voltage depolar-
izations that were elicited while the object moved in the
preferred direction. While NiCl2 is a broad-spectrum calcium
channel antagonist, Mib is likely to be specific for T-type
calcium channels at the concentration used here (Bloodgood
and Sabatini 2007; Mehrke et al. 1994). Together with our
characterization of the voltage dependence of these subthresh-
old conductances, these results strongly suggest that the sub-
threshold conductance is mediated by T-type calcium channels.
However, there is growing evidence that presynaptic T-type
calcium channel can influence presynaptic vesicle exocytosis
(Bao et al. 1998). It is therefore possible that both NiCl2 and
Mib acted primarily presynaptically and altered the time con-
stants of synaptic depression, which would alter directional
selectivity (Carver et al. 2008; Chacron et al. 2009; Chance et
al. 1998). This possibility is unlikely here as these drugs
reduced the response amplitude in the preferred direction in a
manner similar to that seen when the subthreshold membrane
conductance via de-activated via hyperpolarizing current injec-
tion. Further studies are however necessary to fully rule out the
possibility that these drugs interfered with presynaptic mech-
anisms.

Generation of directional selectivity in TS neurons

Any motion detector requires at least two components:
asymmetric filtering of at least two spatially distinct inputs and
nonlinear interaction between these inputs (Borst and Egelhaaf
1990). For example, in the insect visual system, the asymmet-
ric filtering takes the form of temporally delaying one input
while the nonlinear interaction takes the form of coincidence
detection. In weakly electric fish midbrain neurons, we have
previously shown asymmetric filtering of spatially distinct
inputs via differential time constants of depression (Chacron et
al. 2009). Here we have shown that the nonlinear interaction of
these inputs was achieved by subthreshold membrane conduc-
tances that were most likely T-type calcium channels. The
mechanism by which TS neurons integrate nondirectionally
selective input from afferent neurons to generate directionally
biased responses thus constitutes a Reichardt detector
(Reichardt 1969, 1987). These mechanisms are different from
those found in the insect visual system and described in the
preceding text (Borst and Egelhaaf 1990).

The stimuli used in this study had an average velocity of 10
cm/s, which is the average velocity of the animal during prey
capture experiments (Nelson and MacIver 1999). Previous
studies have shown that weakly electric fish can track move-
ment at much lower velocities (Cowan and Fortune 2007).
Further studies are necessary to study how directional selec-
tivity in TS varies as a function of the moving object’s
velocity. Further, it is likely that the mechanisms uncovered
previously will give rise to velocity tuning (Carver et al. 2008).
Moreover, nonlinear integration of input via subthreshold volt-
age-gated calcium channels is likely to also be dependent on
the object’s velocity but further studies are needed to study this
putative dependence.
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FIG. 10. The N-methyl-D-aspartate receptor antagonist 2-amino-5-phos-
phonovaleric acid (APV) does not affect directional selectivity in TS neurons.
A: example membrane potential recording from a neuron’s baseline activity
under control conditions (black). This same neuron showed reduced baseline
firing activity after APV (gray). B: low-pass filtered (FIR filter in spike2, 30
Hz cutoff) membrane potential trace of this same neuron averaged over
stimulus trials in response to a moving object under control (black) and
after APV (gray). Note that both traces almost completely overlap.
C: population-averaged |DSI| values computed from the membrane poten-
tial under control and after APV injection were not statistically signifi-
cantly different from one another (P � 0.4105, Wilcoxon rank-sum test,
df � 18) as indicated (ns).
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Maintenance and regulation of directional selectivity

Organisms presumably use directionally selective neurons
for motion perception that are involved in a variety of behav-
iors. For weakly electric fish, these behaviors include prey
capture (Nelson and MacIver 1999) and stimulus tracking
(Cowan and Fortune 2007). Our results have shown for the first
time that directional selectivity of neurons can be altered
through regulation of intrinsic membrane conductances. This
has important consequences for the organism as such conduc-
tances are regulated via multiple agents including neuromodu-
lators. In particular, previous studies have shown the presence
of serotonergic inputs in TS (Johnston et al. 1990). Thus T-type
calcium channels could be downregulated by serotonin (Sun
and Dale 1997). Directional selectivity in TS neurons could
therefore be tuned by regulation of subthreshold voltage-gated
calcium channels. This is an interesting possibility in which
neuromodulators could be used to alter directional selectivity
based on the behavioral context.
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