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Krahe R, Bastian J, Chacron MJ. Temporal processing across
multiple topographic maps in the electrosensory system. J Neuro-
physiol 100: 852-867, 2008. First published May 28, 2008;
doi:10.1152/jn.90300.2008. Multiple topographic representations of
sensory space are common in the nervous system and presumably
allow organisms to separately process particular features of incoming
sensory stimuli that vary widely in their attributes. We compared the
response properties of sensory neurons within three maps of the body
surface that are arranged strictly in parallel to two classes of stimuli
that mimic prey and conspecifics, respectively. We used information-
theoretic approaches and measures of phase locking to quantify
neuronal responses. Our results show that frequency tuning in one of
the three maps does not depend on stimulus class. This map acts as a
low-pass filter under both conditions. A previously described stimu-
lus-class-dependent switch in frequency tuning is shown to occur in
the other two maps. Only a fraction of the information encoded by all
neurons could be recovered through a linear decoder. Particularly
striking were low-pass neurons the information of which in the
high-frequency range could not be decoded linearly. We then explored
whether intrinsic cellular mechanisms could partially account for the
differences in frequency tuning across maps. Injection of a Ca®*
chelator had no effect in the map with low-pass characteristics.
However, injection of the same Ca*" chelator in the other two maps
switched the tuning of neurons from band-pass/high-pass to low-pass.
These results show that Ca®*-dependent processes play an important
part in determining the functional roles of different sensory maps and
thus shed light on the evolution of this important feature of the
vertebrate brain.

INTRODUCTION

Sensory systems have to process stimuli covering a large
range of spatiotemporal characteristics. A possible solution to
this problem is to devote specific neural circuits to detect
particular subsets of incoming stimuli. This solution appears to
be favored as many systems have multiple representations of
the same sensory space by different neural populations, thereby
allowing each representation to focus on a subset of behavior-
ally relevant stimuli (MacLeod and Carr 2007; Wissle 2004).
However, the mechanisms that enable sensory neurons in
different maps to respond to different features of the sensory
environment are poorly understood and difficult to address in
systems with complex lateral and hierarchical connectivity
(Graziano and Aflalo 2007; Van Essen and Gallant 1994). The
electrosensory system of weakly electric fish offers a unique
window into this problem because it contains three somato-
topic maps that are arranged strictly in parallel, have nearly

identical neural circuitry, and receive exactly the same pattern
of receptor afferent inputs (Berman and Maler 1999).
Weakly electric fish generate an electric field (electric organ
discharge, EOD) around themselves and sense perturbations of
this field caused by nearby objects, such as prey, or by the
EODs of conspecifics (Chacron 2007; Fortune 2006; Fortune
et al. 2006; Nelson and Maclver 1999). These perturbations
cast electric images onto the skin where tuberous electrorecep-
tor organs respond to changes in EOD amplitude. Primary
afferents carry this information to the electrosensory lateral
line lobe (ELL) of the hindbrain (Scheich et al. 1973). Each
afferent fiber trifurcates sending one collateral to each of three
somatotopic representations of the body surface in the ELL: the
centromedial segment (CMS), centrolateral segment (CLS),
and lateral segment (LS) (Heiligenberg and Dye 1982) (Fig. 1,
A and B). A fourth map, the medial segment (MS) is formed by
input from ampullary electrosensory afferents and will not be
discussed further. Pyramidal cells are the sole amplitude-
coding output neurons of the three maps. Two basic cell types
are found in each of the maps: E-cells respond to increases in
EOD amplitude and I-cells respond to decreases in amplitude,
analogous to oN and oFF cells in the visual system (Krahe and
Gabbiani 2004; Maler et al. 1981; Saunders and Bastian 1984).
Weakly electric fish process sensory stimuli with a wide
range of spatiotemporal characteristics. /) Electric images
caused by objects in the environment, such as prey, plants, or
rocks, typically contain low frequencies (<15 Hz) and are
spatially localized to a fraction of the animal’s skin surface
(Nelson and Maclver 1999). 2) In contrast, electric images
encountered during interactions with conspecifics are spatially
diffuse and can contain low temporal frequencies typical of
same-sex interactions as well as high frequencies characteristic
of opposite-sex interactions (=350 Hz). Stimuli of high tem-
poral frequency are also caused by brief frequency modulations
of the electric organ discharge (EOD) (Kelly et al. 2008; Zakon
et al. 2002; Zupanc and Maler 1993). Pyramidal cells within
the different segments receive identical afferent input from the
electroreceptive skin surface (Heiligenberg and Dye 1982). In
the distantly related genus Eigenmannia, the pyramidal cells of
the three segments have been shown to differ in the sizes of
their receptive fields and to be tuned to different temporal
frequencies of spatially diffuse sensory stimuli (Metzner et al.
1998; Shumway 1989a,b). Cells of the CMS had small recep-
tive fields and responded best to amplitude modulations (AMs)
of low frequency, whereas pyramidal neurons of the LS had the
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FIG. 1. The electrosensory lateral line lobe (ELL) contains 4 topographic
maps of the body surface. A: sketch of a horizontal section through the right
ELL showing the oblique orientation of the maps and the topographic rela-
tionship with the skin surface. Inset: lateral view of the brain with the ELL
shown in gray. The red line indicates the dorsoventral level of the horizontal
section. The medial segment (MS) receives input from ampullary electrore-
ceptors, whereas the other 3 segments receive input from tuberous electrore-
ceptors (CMS, centromedial segment; CLS, centrolateral segment; LS, lateral
segment). The “pisciculi” of MS and CMS and of CLS and LS abut ventrally,
the maps of CMS and CLS abut dorsally (after Carr et al. (1982). B: coronal
section through the right ELL at the level indicated in the inset showing an
example of an Alcian-Blue-stained recording site in CLS at the level of the
tractus stratum fibrosum (TSF). The somata of the pyramidal cells are located
in the pyramidal cell layer (PCL). C: example trace of an extracellular
recording from a pyramidal cell. The large baseline noise is due to contami-
nation of the recording with the fish’s electric organ discharge (EOD) signal.

largest receptive fields and acted as high-pass filters of AMs.
CLS cells showed intermediate receptive field sizes and
mostly broadband temporal filtering (Shumway 1989a). This
differential processing furthermore appears to be directly
related to specific behaviors: the CMS was necessary and
sufficient to elicit a jamming avoidance response, which
consists of the fish increasing its EOD frequency if a nearby
conspecific has a frequency slightly lower than its own (<20
Hz) and of decreasing its EOD frequency if the neighbor’s
EOD frequency is slightly higher than its own (Metzner and
Juranek 1997). The LS, on the other hand, was found to be
necessary and sufficient for responding to conspecific EODs
with the generation of brief frequency modulations (Metzner
and Juranek 1997).

The well-characterized ELL circuitry, and the growing
knowledge about pyramidal cell responses to sensory input and
molecular differences in the distributions of receptors and ion
channels across the segments (Berman and Maler 1999; Cha-
cron 2006; Chacron et al. 2003, 2005b; Ellis et al. 2007;
Mehaffey et al. 2006; Rashid et al. 2001) provide an opportu-
nity to connect variations in intrinsic properties of nerve cells
with the specific roles of multiple topographic representations
in behavior.
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METHODS
Animals and surgery

In vivo recordings were performed on 21 Brown Ghost Knifefish
(Apteronotus leptorhynchus, Gymnotiformes) that were between 12
and 20 cm in length using previously described techniques (Bastian
et al. 2002). The animals were housed in 150-1 tanks at a temperature
between 26 and 28°C. The conductivity of the tank water ranged
between 200 and 1,000 uS; pH was maintained between 6.8 and 7.2.
The experiments were performed in Plexiglas tanks (30 X 30 X 10
cm) filled with water from the respective fish’s home tank. The
animals were immobilized by intramuscular injection of 4 mg of the
nicotinic receptor antagonist Tubocurarine (Sigma, St. Louis, MO)
and respirated via a mouth tube with aerated tank water at a flow rate
of 10 ml/min. The fish was submerged in water except for the top of
its head. To expose the hindbrain for recording, we first locally
anesthetized the skin on the skull by applying 2% Lidocaine. Then we
removed ~6 mm? of skin to expose the skull to which a metal post
was glued for stabilization. By drilling a hole of ~2 mm?, we gained
access to the area of the cerebellum overlying the ELL. The surface of
the brain was kept covered by saline (Bastian 1974) throughout the
experiment. Animal care and all surgical procedures were in accordance
with the University of Oklahoma animal care and use guidelines.

Recording

Extracellular single-unit recordings from 65 pyramidal cells were
made with double-barrel electrodes, one barrel of which had been filled
with Wood’s metal and the tip plated with gold and platinum for
recording (Frank and Becker 1964) (Fig. 1C). The second barrel was
filled with a 1% solution of Alcian Blue (Sigma) to allow marking of the
recording sites (Fig. 1B). Intracellular recordings from 28 pyramidal cells
were made with thin-walled borosilicate glass micropipettes (Sutter
Instruments, Novato, CA) filled with 3 M KCl. To disrupt intracellular
Ca”" signaling, the tips of the micropipettes were filled with 100 mM
1,2-bis (2-aminophenoxy)ethane-N,N,N',N'-tetraacetic acid (BAPTA) in
3 M KClI (Bastian 1998). The spike trains were digitized at 10 kHz using
CED 1401-plus hardware and Spikell software (Cambridge Electronic
Design, Cambridge, UK). Extracellularly recorded spikes were detected
with a threshold criterion and a spike-clustering algorithm; intracellularly
recorded spikes were detected with a threshold criterion.

Histology

To assign each of the recorded pyramidal cell responses to one of
the three segments of the ELL, Alcian Blue was pressure-ejected
(Picospritzer 11, General Valve, Fairfield, NJ) from the second barrel
of the recording electrode once the physiological characterization of
the given cell had been completed. In a given fish, we recorded from
up to six pyramidal cells (3 on each side of the brain) and marked the
recording sites. On completion of the experiment, the fish was deeply
anesthetized by injection of Ketamine (0.5 ml of 100 ppm solution;
Sigma), and perfused through the heart with 4% glutaraldehyde
followed by 4% glutaradehyde in 30% sucrose. After overnight
postfixation, the frozen brain was sectioned (60 um) and counter-
stained with Pyronin Yellow. These stains typically allowed unam-
biguous assignment of recording sites to the ELL segments (Fig. 1B).
Cases in which no unambiguous assignment to one of the segments
could be made (insufficient staining or mark exactly on the boundary
between two segments) were discarded from the analysis.

Pharmacology

Previously established micropressure ejection techniques were used
to focally apply glutamate (Glu, 1 mM), iberiotoxin (IBTX, 1 mM,
n = 7), apamin (1 mM, n = 18), and 1-ethyl-2-benzimidazolinone
(EBIO, 1 mM, n = 5) within the ELL molecular layer containing the
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apical dendritic trees of a given cell (Bastian 1993; Bastian and
Nguyenkim 2001; Bastian et al. 2004; Chacron 2006; Chacron and
Bastian 2008; Chacron et al. 2005b). The agents were dissolved in
distilled water (Bastian 1993). Multibarrel pipettes were pulled to a fine
tip and subsequently broken to a total tip diameter of 10 wm. One barrel
was filled with Glu, while the remaining barrels were filled with one or
more of the other solutions. Once an extracellular recording from a
pyramidal cell was established, the multibarrel pipette was slowly ad-
vanced into an appropriate region of the ELL molecular layer while
periodically ejecting “puffs” of Glu (duration = 100 ms, pressure = 40
psi). As described previously, proximity to the apical dendrite of a
recorded cell will result in short-latency excitation of that cell (Bastian
1993). After satisfactory placement, each drug was delivered by a series
of pressure pulses (duration = 100 ms, pressure = 40 psi). Drugs were
purchased from Sigma (St. Louis, MO) and Tocris (Ellisville, MO).

Stimulation

The EOD persists after immobilization with the curare-like drug
because the electric organ of Apteronotus is neurogenic. Therefore all
stimuli consisted of modulations of the fish’s own EOD by electric
signals applied either globally via chloridized silver wire electrodes
positioned 19 cm away from the fish on either side of the animal or
locally via a small local dipole electrode positioned 2—4 mm from the
skin (Bastian et al. 2002). The fish’s EOD was recorded with chlori-
dized silver wire electrodes positioned at the head and at the tail. The
zero crossings of the amplified EOD signal (DAMS50, World Precision
Instruments, Sarasota, FL; band-pass filter between 300 Hz and 3 kHz)
were detected by a window discriminator, which then triggered a function
generator to output a single-cycle sinusoid of slightly higher frequency
than the fish’s EOD. This created a train of single-cycle sinusoids that
were phase-locked to the EOD. The train was then multiplied (MT3
multiplier, Tucker Davis Technologies, Gainesville, FL)) with a modula-
tion waveform produced by Labview 7 (National Instruments, Austin,
TX) and D/A converted by a DAQCard-6715 board (National Instru-
ments). The resulting signal was attenuated (LAT45 attenuator, Leader
Electronics, Cypress, CA) and fed into the tank via a stimulus isolator
(A395 linear stimulus isolator, World Precision Instruments). Depending
on the polarity of the signal relative to the fish’s EOD, the signal led to
an increase or a decrease in amplitude of the EOD.

We characterized neuronal activity under baseline conditions, with
no external stimulus provided and the electrosensory system being
driven solely by the fish’s unmodulated EOD, and under driven
conditions. To drive the electrosense, we used sinusoidal amplitude
modulations (SAMs) at discrete frequencies ranging from 5 to 120 Hz,
random amplitude modulations (RAMs), and step changes in EOD
amplitude. The modulation waveform for the RAMs was a low-pass-
filtered (8th-order Butterworth filter, cutoff frequency: 120 Hz), zero-
mean, Gaussian noise. The stimulus consisted of a 20-s-long noise
segment that was repeated four times. The step stimuli were of 100-ms
duration and were repeated =30 times to obtain sufficient amounts of
data. The amplitude of the global stimulus was calibrated at the
position usually occupied by the fish but measured without the fish
being in place. The reference amplitude at 0 dB was set to 1 mV/cm.
Typical attenuation levels for global stimulation were —20 to —25 dB,
for local stimulation, —15 to —20 dB. This setting for the local
stimulus relative to the global stimulus was shown to provide equiv-
alent drive to primary electrosensory afferents (Bastian et al. 2002).
The modulation waveforms were sampled at 2 kHz.

Data analysis

Spontaneous pyramidal cell activity was accumulated as a sequence
of spike times for each cell. Spike trains were binned into 0.5-ms bins
that contained at most one spike as done previously (Bastian et al.
2002; Chacron and Bastian 2008; Chacron et al. 2003, 2005a,b). We
then computed the autocorrelogram of each cell’s activity as A(T) =
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(X(r) X(t + 7)) with a bin width of dz = 1 ms. Here the averaging (. . .)
is performed over time t. We then used the autocorrelogram to
determine an interspike interval (ISI) threshold criterion as done
previously (Bastian and Nguyenkim 2001). Briefly we determined the
expected content of bin i for a Poisson process from y = fN df, where
f1is the firing rate and N is the number of spikes. The upper limit of
the 99% confidence interval around y was then computed (Abeles
1982; Bastian and Nguyenkim 2001), and we took the ISI threshold as
the time at which the falling phase of the initial autocorrelogram peak
crossed that limit. This ISI threshold was then used to compute the
burst fraction (BF), which is defined as the fraction of ISIs that are
lower than the threshold (Oswald et al. 2004).

Responses to SAMs were accumulated as phase histograms, and
responses were quantified as the vector strength or mean vector length
(Mardia and Jupp 1999). This measure ranges from 0, when there is
no phase relationship between the stimulus and response, to 1 with
perfect phase locking. We also applied a recently developed measure
based on the entropy of the phase histogram of the response, which is
less sensitive to deviations from unimodality in phase histograms than
the vector strength (Kajikawa and Hackett 2005). The results were
qualitatively the same as the ones based on vector strength (data not
shown), which is to be expected because phase histograms from pyra-
midal cells are generally unimodal (Bastian 1981b; Bastian et al. 2002).

Responses to RAMs were accumulated as sequences of spike times
for each cell. The data analysis and stimulation protocols were similar
to those used previously (Chacron 2006). Briefly, the four spike trains
obtained in response to repeated presentations of the same stimulus
waveform S, each lasting 20 s, were labeled R,—R,. We computed the
cross-spectrum SR,(f) between the stimulus S and spike train R,, the
stimulus power spectrum SS(f), and the power spectrum RR,(f) of
spike train R, All these quantities were computed using multitaper
estimation techniques with eight Slepian sequences (Jarvis and Mitra
2001). A lower bound on the rate density of information transmission
at frequency f can be computed from the stimulus-response (SR)
coherence (Borst and Theunissen 1999; Marsat and Pollack 2004
Rieke et al. 1996) as [;,..(f) = —log,(1 — Csr(f)) where Cyr(f) is the
stimulus response coherence given by

2

1 4
‘4ESRi<f>

CSR(f) = SS(;)] .
— 2RR(f)

i=1

The total information rate M1, ., is obtained by integrating I, ..(f)
between O and the stimulus’ cutoff frequency f..

Roddey et al. (2000) have proposed a method for assessing the
performance of neural encoding models: the performance of the best
linear model can be assessed by the SR coherence. However, nonlinear
models can outperform linear ones and the response-response (RR)
coherence gives an upper bound on the performance of the optimal
nonlinear model. A comparison between the SR coherence and the square
root of the RR coherence will thus quantify the performance of the best
linear model with respect to the optimum performance theoretically
achievable. The RR coherence is given by (Roddey et al. 2000)

2

14

‘62 E RRij(f)
1iRR
2 i(f)

j=1

CRR(f ) =

where RR;; is the cross-spectrum between spike trains R; and R; An
upper bound on the information rate can be obtained from the
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response-response coherence from /,,,..(f) = —log,{1 — Crr(M'?} (Borst
and Theunissen 1999; Chacron 2006; Marsat and Pollack 2004). An
upper bound on the total information rate is then obtained by integrating
1 pper() between 0 and f.

Statistical analysis was performed using the Matlab Statistics Tool-
box. When an ANOVA indicated significant differences between ELL
segments, the Tukey-Kramer post hoc test was used for pairwise
comparisons. Prior to statistical tests comparing percent values, data
were arc-sine transformed.

BAPTA injection

We performed intracellular recordings with the pipette tip filled
with 100 mM BAPTA. Before iontophoretically injecting the drug
into the pyramidal cells, we gathered control data with a reduced
stimulation protocol limited to global RAMs (four repetitions of a
20-s waveform) and the recording of spontaneous activity because
BAPTA was found to passively leak into the cell. We focused on
potential differences between CMS and the two more lateral ELL
maps and pooled data from E- and I-cells. For intracellular recordings,
we distinguished between CMS and CLS/LS in the following way:
CMS cells can be targeted using anatomical landmarks and physio-
logical mapping of the border with the medially adjoining medial
segment the neurons of which exclusively respond to low-frequency
carrier signals but not to amplitude modulations of the high-frequency
EOD (Heiligenberg and Dye 1982; Metzner et al. 1998). Recordings
from CLS/LS were based on recording depth and surface landmarks
as previously reported (Bastian et al. 2002).

We measured the amplitude of spike afterhyperpolarization in
intracellular recordings by subtracting the average membrane poten-
tial in the 2 ms following an isolated action potential from the average
membrane potential preceding that same action potential. An action
potential was deemed to be isolated if there were no other spikes
within a window of 200 ms centered on the action potential in
question.

The effects on frequency tuning we observed with BAPTA appli-
cation potentially could have been due to changes in chloride reversal
potential caused by leakage of chloride from our intracellular record-
ing electrodes. Changes in the chloride reversal potential could have
eliminated GABAergic inhibition and potentially affected frequency
tuning (Berman and Maler 1998a,b). This is unlikely, however,
because Bastian (1993) observed inhibitory effects of GABA when
recording from pyramidal cells with electrodes filled with KCI and
HRP. Similar intracellular responses of pyramidal cells have been
recorded with K" -acetate-filled electrodes (Middleton et al. 2006).
Further, recent recordings with electrodes filled with K" -acetate and
BAPTA (N. Toporikova and M. J. Chacron, unpublished data) con-
firmed our findings on the changes in frequency tuning.

Pharmacological blockade of Ca®*-activated K* currents

To identify the Ca®*-activated K* currents involved in the
BAPTA-mediated effects, we attempted to block Ca®*-activated K"
currents in vivo using previously established pharmacological tech-
niques (Bastian 1993). We used the BK channel antagonist iberiotoxin
(IBTX, n = 7 cells), the SK channel antagonist apamin (n = 18 cells),
and the SK channel agonist EBIO (n = 5 cells). None of these drugs
had a significant effect on either the firing rate or the frequency tuning
of CLS/LS pyramidal cells (data not shown). Note that because our
recordings were extracellular, we could not ascertain the effects of
apamin, IBTX, and EBIO on the AHP or spike shape.

Modeling

We modeled pyramidal cells using a Hodgkin-Huxley-like formal-
ism (Koch 1999). The model contains the essential spiking currents:
fast inward Na™ (Iy,) and outward delayed rectifying K* (I,), as
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well as passive leak currents (I,.,,). As well, we included a Ca®"
current (I,) and a Ca®"-activated K™ current (/x,). The membrane
potential V is described by

Col = 14 80 + g (1= ) (Ve = V) + S0)

+ gCa.m%a * (VCa - V) + gDr'nz'(VK - V)
+ gKCa'K'[Caz+ I (Vk = V) + greac (Vi = V)

I is a current bias, S(¢) is low-pass filtered (120-Hz cutoff, 8"-order
Butterworth) noise with zero mean and SD 40, &(r) is Gaussian white
noise with zero mean and autocorrelation function A(z,¢') = 20 &(t,t")
(Gardiner 2004). Here, [Ca®>"] is the Ca®" concentration with k a
proportionality constant. The activation of spiking Na™ in the soma,
m,,, instantaneously tracks the membrane voltage, V, and its inacti-
vation, A, is modeled as & ~ 1 — n, where n is the activation parameter
for I, described by

dn_ n.(V) —n
dr T,

The parameter g is a maximal conductance (g,,,., mS/cm?), while m
and s are activation parameters and s, n, and p are inactivation
parameters. Each is described by the following equation

dr  x.(V) —x
dr T

where x.(V) is the infinite conductance curve and 7 is the time
constant. The infinite conductance curve is modeled as a sigmoid

1

V)= v
using the following parameter values for I [m..(V)]: gnax = 15
mS/cm?, V,,, = =50 mV, k = 3; for I [n(V)]: gax = 105 mS/cm?,
Vip==50mV, k =3, 7=0.19 ms; Ic,[mc;(MN)]: gmax = 0.5
mS/cm?, V,,, = =20 mV, k = 1, 7 = 1 ms. The Ca®" concentration
follows the following equation (Wang 1998)

d[Ca Ca
[ ] = 0.0008 8ca” m(zia'(VCzl - V) - Q
dr T[ca

Parameter values are: the reversal potentials: Vy, = 40 mV, V, =
—88.5mV, V., = =70 mV; V-, = 120 mV; membrane capacitance:
C,, = 1 uFlem?; g, = 8 mS/cm?; gge, = 240 mS/cm?; k = 1M~
Tica; = 30 ms. We used I = 39 and 75 for simulations without and
with 1,,,, respectively. Spike waveform averages were obtained with
I = 27 for both conditions.

The model equations were integrated using an Euler-Maruyama
algorithm with a time step of 2.5 us, and voltage traces obtained were
analyzed in the same way as the experimental data.

RESULTS

In total, we recorded extracellularly from 65 pyramidal cells
from the three maps of the ELL to describe their temporal
processing characteristics. For 10 of those cells, we were
unable to unequivocally assign their recording location to one
of the maps (see Fig. 1B) and therefore excluded them from the
analysis.

Spontaneous activity

Spontaneous firing rates of ELL pyramidal cells ranged from
3 to 34 Hz (Fig. 2A; Table 1). Although there was a slight trend
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for the mean firing rates of E- and I-cells to increase from CMS
to CLS to LS, none of the differences between maps (1-way
ANOVA; P > 0.05) or between E- and I-cells within maps
(t-test: P > 0.05) were statistically significant. Interspike in-
terval histograms and autocorrelograms of spontaneous ac-
tivity showed the same range of variation within the differ-
ent maps as across maps consistent with earlier observations
(Fig. 2, B and C) (Bastian and Courtright 1991; Bastian and
Nguyenkim 2001). The coefficients of variation (CVs) of the
interspike intervals (ISIs) ranged from 0.76 to 2.61 (Fig.
2D), and the fraction of spikes assigned to spike bursts (i.e.,

the burst fraction) based on the autocorrelograms varied
from 0.07 to 0.81 (Fig. 2E). The only significant difference
we observed was between the CVs of I-cells in CMS and LS
with the firing of LS I-cells being the most regular (P <
0.05). In contrast to studies performed in vitro (Mehaffey
et al. 2008; Turner et al. 1996), no significant difference was
seen in the amount of burst firing across cell types or maps
(P > 0.05). Our findings on spontaneous activity are also
qualitatively similar to earlier results acquired in the related
weakly electric fish, Eigenmannia, in which, however, spon-
taneous activity was measured in the total absence of an

TABLE 1.  Characteristics of spontaneous activity of E-cells and I-cells of the three tuberous maps of the ELL

CMS-E (12) CMS-I (16) CLS-E (8) CLS-I (8) LS-E (16) LS (5)
Spontaneous firing rate, Hz 13.1 £8.1 14.8 £8.2 157 9.2 13.7 £ 6.2 199 £75 169 £ 4.4
EOD phase locking 0.05 = 0.03 0.05 = 0.05 0.07 = 0.10 0.06 = 0.02 0.24 = 0.22 0.09 = 0.07
CV of ISIs 1.28 = 0.25 1.46 £ 0.45 1.15 = 0.17 1.07 £ 0.16 1.19 = 0.31 0.94 = 0.23
Burst fraction 0.27 = 0.26 0.35 = 0.27 0.31 =0.25 0.29 = 0.21 0.49 = 0.22 0.38 = 0.25

Values in parentheses indicate sample sizes. Spontaneous firing rates, vector strength as a measure of phase locking of spikes to the electric organ discharge
(EOD), the coefficients of variation (CV) of the interspike intervals (ISIs), and the fractions of spikes fired in bursts are given as means = SD.

J Neurophysiol « VOL 100 + AUGUST 2008 + WWW.jn.0rg

8002 ‘0€ 1snbny uo Bio ABojoisAyd-ul woiy papeojumoq



http://jn.physiology.org

TEMPORAL PROCESSING ACROSS MULTIPLE MAPS 857

EOD (Metzner et al. 1998), a situation that does not occur
under natural conditions.

Phase-locking to the fish’s own EOD signal was quantified
using vector strength. There was a tendency for phase locking
to increase from CMS over CLS to LS with the pairwise
difference between CMS E-cells and LS E-cells being statis-
tically significant (P < 0.01; Fig. 2F). Some E-cells in LS
reached very high values of vector strength in the range of what
is observed for primary afferent fibers (Bastian 1981a).

Mutual information

We used RAMs of the fish’s EOD with a frequency range of
0-120 Hz to stimulate pyramidal cells (Fig. 3; see METHODS).
We used spatially diffuse, “global”, RAMs to mimic the
stimuli caused by conspecifics and spatially localized, “local,”
RAMs to mimic the stimuli caused by prey or small objects in the
environment. We then quantified the amount of information trans-
mitted by pyramidal cells about such stimuli using information
theory. We computed both lower and upper bound estimates on
the amount of information transmitted as done previously (Cha-
cron 2006; Marsat and Pollack 2004; Passaglia and Troy 2004).
The lower bound estimate gives us the amount of information that
can be decoded linearly from the spike train while the upper
bound gives us the maximum amount of information present in
theory in pyramidal cell spike trains. Thus a comparison between
the two bounds allows us to quantify the contribution of nonlinear
mechanisms to information transmission.

LOWER-BOUND ESTIMATE. Information transmission properties
differed clearly between E-cells of the different maps (Fig. 3A).
Our results show that the previously described switch in
frequency tuning from low frequencies for local stimulation to
high frequencies with global stimulation (Chacron 2006; Cha-
cron et al. 2003, 2005b) is most pronounced in CLS. In
contrast, CMS E-cells acted as low-pass filters regardless of
stimulus condition, while LS E-cells acted as band-pass filters
for local stimulation and band-pass to high-pass filters under
global stimulation.

I-cells did not respond to high stimulus frequencies (>25
Hz) in any map for either local or global stimulation (Fig. 3C).
Similar to previous results, I-cells of CLS showed increased
responses to low frequencies for local stimulation (Chacron
2006; Chacron et al. 2005b). In contrast, CMS and LS I-cells
showed no changes in frequency tuning contingent on chang-
ing the stimulus’ spatial extent: good low-frequency responses
were observed for both local and global geometries for CMS,
while relatively poor responses were observed in LS.

To quantitatively compare frequency tuning across maps and
cell types, we computed the frequency at which the informa-
tion tuning curves of all recorded pyramidal cells were maxi-
mal (Fig. 4, A and B). We will first consider E-cells. For global
stimulation, E-cell peak frequency generally increased from
CMS over CLS to LS with the pairwise comparisons of mean
peak frequencies being significant only for CMS and LS (P <
0.01). For local stimulation, the peak frequencies of CMS and
CLS E-cells were statistically indistinguishable, and both were
significantly lower than the peak frequencies of E-cells in LS
(P < 0.01).

We did not find significant differences between I-cells of the
three maps for either local or global geometry (Fig. 4B).
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Neither did we observe any significant differences in peak
frequencies between E- and I-cells of the same map for either
global or local stimulation (independent samples #-test: P > 0.1
for all comparisons).

When stimulation geometry was switched from global to local,
all cell types showed some decrease in their peak frequency (Fig.
4, A and B). However, this decrease in best frequency was only
significant for E- and I-cells of CLS and for E-cells of LS (paired
t-test: P < 0.05). For LS E-cells the decrease was caused by a
change in the response to high frequencies only (>20 Hz; Fig.
3A), whereas CLS cells changed their response to low frequencies
(<20 Hz; both E- and I-cells; Fig. 3, A and C) and high frequen-
cies (E-cells only). E- and I-cells in CMS as well as I-cells in LS
did not show significant changes in this measure of their fre-
quency tuning.

To summarize, we observed strong differences in informa-
tion tuning between maps and cell types and also in how
frequency tuning is affected by stimulation geometries that
mimic different behavioral contexts. Pyramidal cells of the
CLS dramatically shifted their frequency tuning from higher to
lower frequencies when stimulation was changed from global
to local. A similar effect was observed for E-cells of LS, but in
this case, it was based largely on increased responses to global
high-frequency stimulation without significant changes to mu-
tual information at low AM frequencies.

UPPER-BOUND ESTIMATE. To determine whether the results ob-
tained with the lower bound were robust, we also computed an
upper-bound estimate on the information tuning curves (Cha-
cron 2006; Marsat and Pollack 2004; Middleton et al. 2006;
Passaglia and Troy 2004; Roddey et al. 2000) (Fig. 3, B and D;
see METHODS).

Similar to the lower-bound estimate, the frequencies at
which the upper-bound estimates of E-cell information tuning
curves were maximal increased from medial to lateral (data not
shown). The differences in mean tuning peaks of E-cells were
significant between CMS and LS for global stimulation (P <
0.01) and between LS and both CMS and CLS for local
stimulation (P < 0.05). The mean tuning peaks were much
more similar for I-cells of the three segments with none of the
differences being significant. The statistical comparison of the
two stimulation conditions, global, and local, yielded the same
result as for the lower bound on mutual information: E-cells of
CLS and LS and I-cells of CLS showed a significant shift of
their tuning peaks to lower frequencies, when stimulation was
switched from global to local (all paired #-test: P << 0.05).

Taken together, the picture that emerged for the upper bound
closely resembled the one observed for the lower bound with
E-cells of CLS showing the strongest and most robust tuning
shift to higher modulation frequencies when stimulation was
switched from local to global geometry with smaller but
statistically significant shifts also seen for LS E-cells.

COMPARISON BETWEEN LOWER AND UPPER BOUNDS. Three ob-
servations stand out: First, the upper-bound estimate of mutual
information was significantly higher than the lower bound
estimate for all maps and cell types (compare Fig. 3, A and B
with C and, D). Second, the difference between the two
estimates is much more pronounced for global stimulation than
for local stimulation, and, third, I-cells showed significant
information at high (~35 Hz) modulation frequencies when the
upper bound was considered but practically none when only
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linear information transmission was taken into account. We there-
fore quantified the difference between the lower and upper bound
by computing a performance index, PI, as the ratio of the lower
and upper bounds averaged over a given frequency range (see
METHODS; see also Chacron (2006). A high value of the PI
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RAM frequency (Hz)

indicates that most of the information about sensory stimuli could
be recovered by a linear decoder; a low value indicates that the
majority of the information is transmitted nonlinearly.

When the entire frequency range of RAMs (0—120 Hz) or just
the low-frequency range (0—20 Hz) was taken into account, there
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significant differences between maps in PI were observed for any
frequency range (Fig. 5, B, D and F).

However, changing the stimulation geometry from local to
global caused clear increases in PI that were statistically signifi-
cant except for CLS pyramidal cells (Fig. 5, A and B; Table 2).
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TABLE 2.  Statistical comparison of performance indices

PIy_120m, Global vs. Pl on, Global vs.

Plgy 100m, Global vs.

Py 2011, V8- Plgo_100m, Ply 2012 Vs Plgo_1001

Local Local Local Global Local
CMS E (11) 0.018* 0.009%* 0.058 0.014* 0.0002%#:**
CLS E (8) 0.1 0.01* 0.780 0.603 0.007%*
LS E (14) 0.006%%* 0.00006%** 0.469 0.631 0.016*
CMS I (15) 0.00027%** 0.0006%** 0.453 0.0005%** 0.00001
CLS I (7) 0.157 0.061 0.866 0.777 0.005%3
LS1(5) 0.031* 0.021 0.148 0.432 0.006%*

Values in parentheses indicate sample sizes. Statistical comparison of performance indices for global and local stimulation and of performance indices for a
low- and a high-frequency range (PL,_,oy, and Plg,_,oo,). Shown are P values resulting from paired r-tests. *, P < 0.05; **, P < 0.01; *#**, P < 0.001.

This difference turned out to be carried entirely by differences in
PI at low stimulus frequencies (Fig. 5, C and D; Table 2) because
at high frequencies, we did not find any differences in PI between
local and global stimulation geometries (Fig. 5, E and F; Table 2).
Local responses to low frequencies were significantly more linear
than the responses to high frequencies (P, ,, > Plgy_;00; com-
pare Fig. 5, C with E and D with F; Table 2). For global
stimulation, only E- and I-cells of CMS showed significantly
lower performance indices at high frequencies. These results
underline our finding that, even though information as measured
by the lower bound can be small for I-cells at high frequencies
(Fig. 3), the information as measured by the upper bound can be
significant.

TOTAL INFORMATION. The information tuning curves of Fig. 3
also suggest differences between the cell types in how much
information they encode. We therefore quantified the total
amount of mutual information by integrating over the entire
stimulus frequency range from 0 to 120 Hz (Fig. 6). The
general pattern was the same for the lower- and for the
upper-bound estimates (compare Fig. 6, A with C and B with D).
In both cases, we observed a significant increase in the total

amount of information from CMS to CLS to LS for E-cells when
they were stimulated globally with the pairwise comparisons
being significant for CMS and LS (P < 0.05). The increase was
less pronounced and not significant for local stimulation. For
I-cells, an opposite trend (decrease from CMS to CLS to LS) was
apparent but not significant (ANOVA: P > 0.1 in all cases).

Responses to naturalistic sinusoidal stimuli

Because natural communication stimuli of A. leptorhynchus
consist of periodic, quasi-sinusoidal, amplitude modulations
that can reach frequencies of >100 Hz (Zakon et al. 2002), we
decided to quantify the responses to SAMs between 5 and 125
Hz by calculating the vector strength.

The vector-strength tuning curves had qualitatively the
same shape as both lower and upper-bound information-
tuning curves (compare Figs. 3 and 7). Vector-strength
tuning of E-cells of all maps showed some dependence on
stimulus geometry with significantly higher peak frequen-
cies for global stimulation (paired #-test: P < 0.01 in all 3
maps). The strongest effects were observed in E-cells of
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CLS and only slightly weaker effects in E-cells of LS. These
neurons phase-locked most strongly to global stimulation in
the range between 40 and 100 Hz and to local stimulation
<20 Hz (Fig. 7, C and E) (see also Chacron et al. 2003).
Most surprisingly, LS E-cells showed a low-pass character-
istic for local SAM stimulation in contrast to the corre-
sponding information tuning curves (Fig. 3, A and B),
indicating possible interactions among different frequencies
characteristic of nonlinear systems.

I-cells of all maps displayed less sharp frequency tuning
than E-cells and responded with low- or all-pass filtering for
both stimulus geometries. Only I-cells of CLS displayed
significantly higher tuning peak frequencies for global than
for local geometry (P < 0.05). Most strikingly, we found
significant phase locking of I-cells even at high frequencies (>40
Hz) where the lower-bound estimate indicated extremely poor
information transmission (Fig. 3C). Therefore it seems likely that
the simultaneous presentation of high- and low-frequency ampli-
tude modulations in RAMs weakens the ability of pyramidal cells
to linearly encode information about high stimulus frequencies.

We conclude that similar to our results obtained with RAMs,
CLS cells showed the most pronounced shift in tuning as
quantified by vector strength when stimulation was switched
from global to local with LS E-cells showing similar and also
highly significant changes. Furthermore the switch in fre-
quency tuning is more pronounced in E-cells than in I-cells.

J Neurophysiol « VOL 100
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Adaptation to step stimuli

The frequency filtering properties of neurons have been
linked to how strongly these cells adapt to step changes in their
input (Bastian and Courtright 1991; Benda and Herz 2003;
Benda et al. 2005), the presence of Ca>*-dependent K* chan-
nels (Ellis et al. 2007; Wang 1998), and the density of certain
interneuron types in the molecular layer of the ELL (Maler and
Mugnaini 1994; Shumway 1989b). We therefore subjected pyra-
midal cells of the different maps to step changes in amplitude and
investigated the adaptation properties of their responses by com-
puting the peristimulus time histogram (PSTH).

The responses of E-cells in all three maps to step increases
in global EOD amplitude were characterized by a strong
transient increase in firing rate that quickly returned to baseline
activity levels (Fig. 8). Step increases in local EOD amplitude,
in contrast, caused more tonic activity with much slower
adaptation. We determined the adaptation time constant, T,
from an exponential fit to the decreasing part of each neuron’s
PSTH (Fig. 9). For global stimulation, E-cells of CMS had
significantly longer time constants than E-cells of both CLS
and LS (P < 0.001), a finding that matches the frequency
tuning properties observed with global RAM and SAM stim-
ulation. For local stimulation, the time constants of CMS and
CLS E-cells were statistically indistinguishable, and both were
significantly longer that the time constants of LS E-cells (P <
0.001), again consistent with the frequency tuning properties
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I-cells

FIG. 8. Mean responses of E-cells to step
increases in amplitude and of I-cells to step
decreases in amplitude (duration of steps:
200 ms). A: E-cells of CMS. n = 8. B: I-cells
of CMS. n = 7. C: E-cells of CLS. n = 3.
D: I-cells of CLS. n = 5. E: E-cells of LS.
n =10. F: I-cells of LS. n = 3. - - -, response
to global stimulation; —, response to local
stimulation.
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observed with local RAM and SAM stimulation. The adaptation
time constants of E-cells of all maps under global stimulation
were significantly shorter than those measured under local stim-
ulation (paired #-test: P << 0.01). The time constants of CMS
E-cells varied enormously under local stimulation; this was
largely due to the poor local responses of some of these cells.

The responses of I-cells were overall more tonic than those
of E-cells and did not differ significantly in their adaptation
time constants under global or under local stimulation
(ANOVA for both global and local: P > 0.5).
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Contribution of Ca’™ -dependent processing to frequency tuning

Previous studies have demonstrated segmental differences in
Ca** -associated proteins; both ryanodine receptors (Zupanc et al.
1992) and SK channels (Ellis et al. 2007) are relatively enriched
in LS in comparison to CMS. Furthermore in vitro studies have
shown that LS E-cells showed high-pass frequency tuning to noise
current injections, while CMS E-cells were more low-pass (Ellis
et al. 2007). This raises the interesting possibility that the differ-
ences in tuning seen in vivo are due to intrinsic rather than

I-cells

FIG. 9. Adaptation time constants of the
responses of pyramidal cells as determined
from the step responses shown in Fig. 8. A
and B: median adaptation time constants of
E-cells (A) and I-cells (B). Triangles, local
stimulation; circles, global stimulation.
Some values are hidden because they were
plotted on top of each other. Mean values are
indicated by horizontal bars. Two asterisks
in A indicate that the time constants of E-
cells in response to local step stimuli were
significantly larger than for global step stim-
= uli (paired #-test, P < 0.01).

CLS LS

V local
O global
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network level mechanisms. We therefore used the Ca>* chelator
BAPTA to explore the potential role of Ca**-activated processes
in frequency tuning of pyramidal cells. We recorded intracellu-
larly from 28 pyramidal cells with sharp electrodes filled with
BAPTA (see METHODS). To avoid effects of passive leakage of
BAPTA from the electrode during the control recordings, we
limited the stimulation protocol to global RAM stimulation.

The information tuning curves measured intracellularly in CMS
and CLS/LS under control conditions, with global stimulation,
corresponded well to the ones measured with extracellular elec-
trodes (compare control curves in Fig. 10, A and B with Fig. 3).
CMS cells displayed low-pass filtering, whereas CLS/LS cells
showed high-pass/band-pass behavior. Following iontophoretic
injection of BAPTA, information tuning remained virtually un-
changed in CMS cells (Fig. 104). In the CLS/LS, tuning shifted to
lower frequencies; this was due to a dramatic decrease of high-
frequency tuning as well as a smaller increase in tuning to
frequencies <20 Hz (Fig. 10B). This change could be quantified
as a significant shift in tuning peaks of CLS/LS neurons to lower
frequencies (Fig. 10C; from 56.2 * 27.3 to 29.1 = 15.8 Hz
following BAPTA application; paired #-test: P < 0.01; n = 14).
This finding shows that Ca®"-dependent processes are in-
volved in shaping frequency tuning of pyramidal cells of the
two more lateral maps and contribute to the differential
tuning of pyramidal cells to local versus global stimuli
within each map. In CMS, Ca®*-dependent processes are
either less prevalent and/or they do not affect frequency
tuning of pyramidal cells. This is consistent with previous
studies showing a lower density, in CMS compared with LS,
of both N-methyl-p-aspartate (NMDA) receptors (Harvey-
Girard et al. 2007) and Ca®"-activated K* channels (Ellis
et al. 2007). Our results are furthermore consistent with
those of Ellis et al. (2007), who showed that small conduc-
tance Ca”"-activated K* channels had a strong effect on the
frequency tuning of pyramidal cells (but see DISCUSSION).

Modeling Ca’*-dependent processes in pyramidal cells

To determine whether blockade of Ca®*-activated K™
channels by BAPTA could explain the changes in the
information tuning seen in CLS/LS, we built a pyramidal
cell model incorporating Ca®*-activated K* currents. Our
results show that the presence of Ca’*-activated K™ cur-
rents can have a significant effect on information transmis-
sion (Fig. 11A). Such currents can give rise to weaker
responses at low frequencies and stronger responses at high
frequencies, thereby shifting the frequency at which the
response is maximal in a manner reminiscent of our BAPTA
experiments (compare with Fig. 10B). Consistent with pre-
vious reports (Connors et al. 1982; Liu and Wang 2001;
Wang 1998), inspection of spike shape revealed a more
pronounced afterhyperpolarization (AHP) with Ca®"-acti-
vated K™ currents present (Fig. 11B).

Our model predicted that the main effect of BAPTA was to
inhibit the activation of Ca**-activated K* channels, thereby
reducing the AHP and thus shifting the frequency tuning of
pyramidal cells. Therefore our model predicts that BAPTA should
reduce the AHP in CLS/LS pyramidal cells and have no effect on
the AHP of CMS cells. Consistent with this prediction, we
observed experimentally that BAPTA injection significantly re-
duced the AHP in CLS/LS cells (average: 2.31 = 1.03 mV, P =
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FIG. 10.  Effect of blocking intracellular Ca®* on information tuning of
pyramidal cells. Population averages of mutual information measured in
pyramidal cells in CMS (A) (n = 14 cells) and CLS/LS (B) (n = 15 cells).
C: peak frequencies of information tuning curves of pyramidal cells in CMS
and CLS/LS under control conditions (circles) and following iontophoretic
injection of BAPTA (triangles). Mean values in C are indicated by horizontal
bars. The 2 asterisks indicate that the peak frequencies after bis-(o-aminophe-
noxy)-N,N,N',N'-tetraacetic acid (BAPTA) application were significantly
lower than under control conditions (paired #-test, P < 0.01).

0.002, pairwise r-test, n = 6; Fig. 11C), whereas BAPTA had
virtually no effect on the AHP in CMS recordings (0.1 = 0.24
mV, P = 0.55, pairwise t-test, n = 7). Thus Ca®*-activated K+
currents are most likely partly responsible for the differences in
frequency tuning observed with BAPTA and more generally those
seen across ELL segments.
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tion transmission. A: mutual information density curves obtained with (dashed
gray line) and without (solid black line) a Ca®*-activated K* channel. B: spike
shapes with (dashed gray line) and without (solid black line) a Ca>*-activated
K™ channel. C: spike shapes before (dashed gray line) and after (solid black
line) BAPTA iontophoresis for a pyramidal cell recorded in CMS (lef) and a
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DISCUSSION

Summary of results

The present study provides the first comparison of frequency
tuning across cell types and segments of the ELL of weakly
electric fish for two different behaviorally relevant stimulus con-
ditions: local stimulation that mimics the effects of electrolocation
input (e.g., prey) versus global stimulation that occurs during
interactions with conspecifics. Our results showed no significant
differences in the baseline activity across the segments save for a
higher phase locking to the animal’s EOD for LS E-cells. We
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found, however, an unexpected difference between the segments
under driven conditions: cells within the CLS segment showed the
most dramatic switch in frequency tuning contingent on stimula-
tion geometry (Chacron 2006; Chacron et al. 2003, 2005b) fol-
lowed by LS E-cells, whereas cells within the CMS showed
tuning that was largely independent of the stimulus’ spatial extent
for all stimuli used within this study: E-cells of CMS acted as
low-pass filters under both geometries. E-cells of CLS acted as
low-pass filters for local and as high-pass/band-pass filters for
global geometry. For E-cells of LS, their response characteristics
depended most obviously on the type of stimulus used: RAM or
SAM stimulation. Under SAM stimulation, these cells displayed
a switch in tuning similar to CLS E-cells, whereas under RAM
stimulation, they increased their high-frequency responsiveness
when driven globally and responded poorly to low frequencies
under both conditions. I-cells of all maps can be described as
low-pass filters under both stimulus conditions with CMS and LS
I-cells displaying tuning that was independent of the stimulation
geometry.

Finally, our results show that differences in tuning across the
segments are in large part mediated by intrinsic Ca®"-depen-
dent mechanisms rather than network level mechanisms. This
is consistent with the distributions of both NMDA receptors (Harvey-
Girard et al. 2007) and Ca>"-activated K™ channels (Ellis et al.
2007). Further support for intrinsic cellular properties being a
major factor for frequency tuning comes from a recent in vitro
study of ELL pyramidal cells (Mehaffey et al. 2008).

Our information-theoretic analysis (Figs. 3, 5, 7) indicates
that a significant fraction of the information about sensory
stimuli must be recovered by a nonlinear decoder (Chacron
2006; Marsat and Pollack 2004; Passaglia and Troy 2004). We
observed that linear decoders could recover a greater fraction
of the total information for local as compared with global
stimulation as quantified by the performance index confirming
earlier results (Chacron 2006). This difference was due largely
to the responses to low AM frequencies. At higher AM fre-
quencies, we found no significant differences in PI between
stimulation geometries. Most interestingly, low-pass neurons
(CMS cells and all I-cells) displayed significant information at
high frequencies that could not be recovered by a linear
decoder. This was verified by the strong responses to high-
frequency sinusoidal AMs. Thus nonlinear interactions be-
tween frequencies can be expected to shape pyramidal cell
responses in situations when multiple frequencies are present
simultaneously as occurs, for example, during encounters with
several conspecifics (Tan et al. 2005) and when communica-
tion signals interfere with local signals arising from prey or
environmental objects. Nonlinear interactions between fre-
quencies may also be the reason why LS E-cells showed
band-pass behavior for local RAM stimulation and low-pass
behavior when local SAMs were presented. We conclude that
linear measures of stimulus-response characteristics, such as
the lower bound on the information tuning curve, may severely
underestimate the ability of sensory neurons to convey infor-
mation about behaviorally relevant stimuli.

Differences in frequency tuning across ELL segments
and relation to behavior

The three segments of the ELL receive identical input from the
primary electrosensory afferents (Heiligenberg and Dye 1982).
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The frequency response of the receptor afferents is broadband
when measured as information tuning curves (Chacron et al.
2005a,b), and pyramidal cells appear to select different fre-
quency ranges from this input depending on the cell type and
segment of the ELL. The observed differences in frequency
tuning for global stimuli correlate well with proposed func-
tional roles for each map in different behaviors. Metzner and
Juranek (1997) showed that the CMS is necessary and suffi-
cient for a certain electric behavior, the jamming avoidance
response (JAR) (see Heiligenberg 1991), while the LS is
necessary and sufficient for a communication response called
chirping. The JAR is elicited only by low-frequency global
signals that arise when a nearby conspecific has a similar EOD
frequency as the focal fish. This is consistent with Shumway’s
(1989a) and our finding that CMS is the only map that responds
preferentially to global low-frequency stimuli. In contrast,
chirps are global electrommunication signals that contain high
frequencies (Zupanc and Maler 1993) and that are elicited
during aggressive and mating behaviors (Engler and Zupanc
2001; Hagedorn and Heiligenberg 1985; Zupanc et al. 2006).
High-frequency, global signals would then only be encoded by
CLS and LS neurons but not by CMS neurons.

Pyramidal cells must also relay information about the pres-
ence and spatial location of prey and other objects in the
environment. Relatively distant objects cast weak, diffuse, and
spatially extended “electric images” on the skin of the fish. As
the distance decreases, the image becomes stronger and smaller
(Assad et al. 1999; Babineau et al. 2006; Bastian 1981a; Chen
et al. 2005; Nelson and Maclver 1999). Lewis and Maler
(2001) proposed a population coding scheme for the determi-
nation of object distance that relies on two topographic maps,
one with small and one with large receptive fields. The map
with small receptive fields would provide reliable information
on the width of the electric image of an object on the skin,
whereas the map with the large receptive fields would provide
reliable information on the peak amplitude of the electric
image. Combining these two pieces would allow the determi-
nation of object distance (Lewis and Maler 2001). Pyramidal
cells of all three maps showed low-pass filtering for local
stimulation with SAMs, appropriate for the processing of
prey-like stimuli (Nelson and Maclver 1999). It is currently
unknown how the receptive field sizes of pyramidal cells differ
between maps in A. leptorhynchus although they have been
measured in great detail for cells of CLS and LS combined
(Bastian et al. 2002). A study in the related gymnotiform fish,
Eigenmannia spec., however, described the receptive field
sizes of CMS cells as small, the ones of CLS as intermediate,
and the ones of LS as large (Shumway 1989a). If similar
differences in receptive field size exist in A. leptorhynchus,
CMS would be the map best suited for providing information
on the width of electric images of objects, and CLS and LS
would be well suited to carry information on image amplitude
with CLS being best for small to intermediate distances and LS
best for the largest distances, at which electric images are
widest (Assad et al. 1999; Babineau et al. 2006; Bastian 1981a;
Chen et al. 2005; Nelson and Maclver 1999). Additional
support for this interpretation comes from Shumway (1989a)’s
finding that LS pyramidal cells had the lowest thresholds for
amplitude modulations. The assumption of large receptive
fields for LS (larger convergence of primary afferents) is also
consistent with our finding that LS E-cells showed the stron-
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gest phase coupling to the EOD and had the highest values of
total mutual information among E-cells.

Multiple maps occur in a range of sensory systems, such as
the visual, auditory, and somatosensory system (Catania 2002;
MacLeod and Carr 2007; Van Essen and Gallant 1994; Wiissle
2004). Electrosensory systems may offer particular insight into
the evolution of multiple maps. Several groups of fish, teleost
and nonteleost, possess an ampullary electrosensory system
dedicated to processing the low-frequency electric fields gen-
erated by the bodies of prey (Bell and Maler 2005). These
ampullary systems all rely on a single topographic map in the
hindbrain. Two groups of teleost fish, the African mormyri-
forms and the South-American gymnotiforms, independently
evolved electrogeneration and an electrosensory system dedi-
cated to processing perturbations of the self-generated electric
field. These tuberous electrosensory systems appear to be
derived from the ancestral ampullary system. Interestingly, in
each group, the tuberous system evolved multiple representa-
tions of the electroreceptive body surface (Bell and Maler
2005), suggesting a more dominant role for sensory informa-
tion acquisition of the tuberous compared with the ampullary
systems. In view of the complex specialization of cortical
visual maps (Van Essen and Gallant 1994), the differences
between the three tuberous maps described here and by Shum-
way (1989a,b) appear relatively small even though they seem
to be essential for the observed complexity of electrosensory
behaviors (Metzner 1999). The following, certainly specula-
tive, picture for the evolution of these maps emerges: CLS may
be the evolutionarily oldest segment in this system with the
ability to switch frequency selectivity according to the process-
ing demands of prey or communication stimuli. CMS and LS
may have arisen later in one or two map-multiplication steps
and then evolved to specialize on processing certain subsets of
relevant stimuli: signals of nearby prey and low-frequency
communication signals in the context of the JAR in the case of
CMS and signals of distant prey and higher-frequency com-
munication signals in the case of LS.

Cellular mechanisms contributing to observed differences
in frequency tuning across segments

The Ca’?* chelator BAPTA had a significant effect on the
information tuning curves of CLS/LS cells but not CMS cells.
As shown by our model, Ca®"-activated K" channels could
account for the effect of BAPTA. The model predicted that
BAPTA should reduce the AHP following each spike in
CLS/LS but not in CMS, which was supported by our exper-
imental observations. It therefore appears that it is primarily
intrinsic cellular mechanisms that are responsible for differ-
ences in tuning across the segments rather than network inter-
actions. This is supported by recent in vitro studies showing
differences in tuning to noise current injections that are similar
to those seen here for E and I-cells and across segments (Ellis
et al. 2007; Mehaffey et al. 2008). A likely candidate mecha-
nism for observed tuning differences is the graded expression
of SK channels (Ellis et al. 2007). The strongest expression
was found in LS and the weakest in CMS (Ellis et al. 2008).
Whereas SK1 channels were found in dendrites of both E- and
I-cells, SK2 channels were primarily found in E-cell somata as
supported by apamin blocks in the pyramidal cell layer (Ellis
et al. 2007, 2008). As Ca>*-activated K* channels have been
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shown to contribute to increased responses to high frequencies
at the expense of decreased responses to low frequencies
(Benda and Herz 2003; Benda et al. 2005; Connors et al. 1982;
Liu and Wang 2001; Wang 1998), the expression of both SK1
and SK2 channels is consistent with the differential tuning
properties observed both in vitro and in vivo across segments
as well as between E- and I-cells.

Previous pharmacological studies have shown that different
SK channel subtypes had differential affinity for apamin: SK2
having the highest while SK1 having the lowest (Nolting et al.
2007). Current pharmacological techniques (Bastian 1993;
Bastian et al. 2004; Chacron 2006; Chacron and Bastian 2008;
Chacron et al. 2005b) are designed to deliver pharmacological
agents to the dorsal molecular layer of the ELL. Previous
studies have shown that these agents did not diffuse past the
tractus stratum fibrosum (Bastian 1993), which forms a bound-
ary between the pyramidal cell layer and the molecular layer
containing the apical dendrites of pyramidal cells. This bound-
ary is one likely reason for the lack of effect of apamin when
ejected into the molecular layer (see METHODS): it probably did
not reach the pyramidal cell somata where SK2 channels are
found (Ellis et al. 2007, 2008). In principle, apamin could still
have had an effect on pyramidal cells via the dendritic SK1
channels. It is possible that the lack of effect is due to the low
affinity of SKI channels for apamin. This is furthermore
consistent with the lack of effect of apamin seen on I-cells in
vitro (Ellis et al. 2007). A complete characterization of the role
played by SK channels in determining the frequency tuning of
pyramidal cells in vivo is beyond the scope of this paper.

Alternatively, other Ca®>*-dependent currents may be in-
volved in the observed effects of BAPTA on frequency tuning
in the ELL as well. Apamin-insensitive Ca®"-activated cur-
rents that give rise to a slow AHP have been described in
several other systems (Faber and Sah 2002; Hirst et al. 1985;
Lancaster and Nicoll 1987) and have been shown to mediate
spike frequency adaptation (Faber and Sah 2003). An apamin-
insensitive slow AHP has been observed in LS and CLS cells
in vitro (L. Ellis, personal communication). Furthermore, while
apamin enhanced low-frequency tuning of CLS and LS E cells,
it had little effect on their response to high-frequency input
(Ellis et al. 2007). This is in contrast to our results that showed
a very strong reduction of the CLS/LS cells’ high-frequency
response after BAPTA treatment (Fig. 10). This suggests that
BAPTA blocks an additional apamin-insensitive Ca®"-depen-
dent K channel of CLS/LS cells (high-frequency effect of
BAPTA) as well as the SK channel (low-frequency effect of
BAPTA and apamin). It is possible that this additional channel
is, in fact, the one that causes the slow AHP observed by Ellis
(personal communication) Additional studies are needed to
determine the contribution of such currents to frequency tuning
in the ELL. However, to our knowledge, there are currently no
known specific blockers for the slow AHP.
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