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1. Introduction

Our understanding of the role of cracks, inhomogeneities and other defects in the initiation and progression of failure in solid materials has a long history dating back to the classical studies in linear elastic fracture mechanics proposed by Griffith (1921, 1924) and the theoretical foundations of stress concentrations around cavities and defects in elastic media developed by Inglis (1913), Kolosov (1935), Muskhelishvili (1953), Westergaard (1939) and others. The literature related to fracture mechanics of elastic solids can be found in an extensive collection of journals, volumes and texts and no attempt will be made to provide an up-to-date review (see e.g., Atkinson, 1979; Barenblatt, 1962; Cottrell, 1965; Eshelby, 1957; Goodier, 1933; Hellan, 1985; Hills et al., 1996; Kassir & Sih, 1975; Lawn & Wilshaw, 1975; Liebowitz, 1968; Popelar & Kanninen, 1985; Selvadurai, 2020; Sih, 1991; Sinclair, 2004a, 2004b; Sneddon, 1946, 1965; Sneddon & Lowengrub, 1969; Spencer, 1965; Sternberg, 1958; Willis, 1967). Studies in linear elastic fracture mechanics are of particular interest to the fracture mechanics of fluid-saturated brittle elastic materials since limiting solutions of the analogous poroelasticity problem at zero time and at infinite time can be recovered as special cases of the linear elasticity solutions. The investigations in the area of linear elastic fracture mechanics have also been extended to include crack initiation, crack extension, dynamic crack propagation, crack branching and crack coalescence (Aliabadi, 1997; Broberg, 1999; Broek, 1982; Cherpepanov, 1979; Guéguen & Kachanov, 2011; Kachanov, 1992; Sanford, 1997; Selvadurai, 2000; Selvadurai, 2006; Selvadurai & ten Busschen, 1995; Selvadurai et al., 1996; Selvadurai et al., 2005; Sih & Chen, 1981). The work on linear elastic fracture mechanics...
The present article examines the class of problems in fracture mechanics that are of interest to earth sciences, environmental geomechanics and resource geomechanics. The topic of the mechanics of pre-existing fractures in fluid-saturated rocks is of interest to branches of geodynamics dealing with fault movement and earthquake processes. The incorporation of poroelastic modelling of the problem in terms of a complete analysis of a transient problem based on Biot’s theory of poroelasticity (Biot, 1941, 1956) is rare and important studies in this area have been conducted by Rice and Cleary (1976) dealing with continuous distributions of dislocations in poroelastic media to examine two-dimensional stable cracks. The work was extended by Cleary (1977), Rice and Simons (1976), Rudnicki (1980, 1984, 1996), Rudnicki and Roeloffs (1990) and others to examine the role of coupled poroelastic effects on the extension and propagation of defects in poroelastic media. Further applications of these developments to coupled poroelastic processes resulting from magma intrusion have also been investigated by Ellsworth et al. (1996).

The subject of crack initiation and extension in fluid-saturated poroelastic media has acquired some importance in connection with the injection of fluids, such as fluidized greenhouse gases and hazardous fluids, to ameliorate the effects of climate change and techniques used to enhance extraction of energy resources related to geothermal energy and oil and gas recovery. In connection with the sequestration of greenhouse gases (GHGs), the objective is to inject the fluidized GHGs without damage to either the storage formation or to the caprock strata that facilitates the development of a buoyant plume. The complete problem involves consideration of thermo-poro mechanical effects (Chan & Stanchell, 2009; Khalili & Selvadurai, 2003; McTigue, 1986; Rutqvist & Tsang, 2002; Selvadurai & Najari, 2017; Selvadurai & Nguyen, 1995, 1997; Selvadurai & Suvorov, 2012, 2014, 2016a; Tsang et al., 2009) and the application to geologic sequestration issues requires further study. The pressurization of elastic formations underlain by caprock has been investigated in Zheltov and Khristianovich (1955), and Selvadurai and Kim (2016). The isothermal mathematical modelling of the near surface injection of fluids into a potential poroelastic storage formation overlain by a caprock was investigated by Khristianovich and Zheltov (1955). By its very nature, the mathematical modelling lends itself to only highly idealized formulations of the problem involving axial symmetry, defect-free homogeneous poroelastic media and pre-identified injection zones. In the context of applications to resources extraction, either geothermal or oil and gas exploration, the basic issues that need to be addressed are: (i) Under what conditions will a crack form or nucleate at a location in an initially geostatically pre-loaded geologic formation? (ii) Once a defect is formed, what conditions promote the progress of the formed crack in either a controlled (steady) or uncontrolled (unsteady) extension? (iii) Can the extension path of the created crack be predicted? (iv) What roles do defects and inhomogeneities play in the formation and extension of cracks? (v) What roles do poroelasticity or thermo-poroelasticity play in the identification of crack nucleation, crack extension, crack branching and crack arrest? The answers to these issues are yet to be examined in a comprehensive manner. Whether there will be approaches that can address all these issues is also a debatable point. What is conceived as an idealized model can be far removed from the actual manifestations. Early analysis of hydraulic fracture endeavours was largely restricted to modelling by appeal to linear elastic fracture models. The classical studies by Barenblatt (1956, 1957, 1959), Cleary (1979, 1980, Clifton and Abou-Sayed (1979), Daneshy (1973, 1978), Geertsma and Haakensen (1979), Howard and Fast (1970), Le Tiran and Dupuy (1967), Nordgren (1972), Perkins and Kern (1961)), and Nemat-Nasser et al. (1983) are recognized for their noteworthy fundamental contributions to the development and understanding of the subject. Other work summarizing the advances in the application of hydraulic fracturing to resources exploration and geothermal energy extraction were given by Adachi and Detournay (2008), Cherepanov (2015), Desroches et al. (1994), Ma and Holditch (2016), Mader (1989), Mendelsohn (1984a,1984b), Savitski and Detournay (2002), Smith (2015), Speight (2016), Valko and Economides (1996), and Selvadurai (2019a). Of related interest are the type of hydraulic fracturing models that consider pseudo-poroelastic mechanics of hydraulic fracture. In these studies, the analysis is largely restricted to linear elastic behaviour of a solid containing a specified crack and attention is focused on the mechanics of fluid flow within the fracture. The fluid itself can have viscosity effects and allowance is also made to account for fluid leakage into a purely elastic porous medium. Examples of studies in this area are given by Hu and Garagash (2010), Kanin et al. (2020), Lecampion et al. (2018) and Williams (1970). There are several studies that investigate the process of crack extension in brittle elastic media through the incorporation of computational approaches to modelling, including finite element schemes, boundary element schemes and, more recently, the application of X-FEM and level-set techniques (Chau et al., 2016; Cheng and Predeleanu, 1987; Csati et al., 2020; Dargush & Banerjee, 1991; De Borst et al., 2006; Dong & Atluri, 2013a, 2013b; Massart & Selvadurai, 2012, 2014; Miehe & Mauthé, 2016; Moës & Belytschko, 2002; Moës et al., 1999; Rajapakse & Senjuntichai, 1995; Réthoré et al., 2007; Salimzadeh et al., 2017; Sandhu & Wilson, 1969; Selvadurai et al., 2015; Yi et al., 2020; Zienkiewicz & Shiomi, 1984). The extension of these concepts to consider poroelastic coupling with the examination of crack extension, crack branching and multiple crack initiation during the hydraulic fracture development requires the application of advanced computational approaches.
The systematic mathematical studies of the plane strain dynamical response of cracks in poroelastic media were given by Atkinson and Craster (1991, 1995) and Craster and Atkinson (1996) and these analytical solutions have been used as benchmarks to validate computational approaches for examining crack extension in poroelastic media (Selvadurai & Mahyari, 1997; Selvadurai et al., 2018). The two-dimensional problem of the internal pressurization of a plane crack located in a poroelastic medium of infinite extent was examined by Detournay and Cheng (1991) where two types of boundary conditions are examined: (i) in the first category of modelling, the fluid pressure at the crack boundary is prescribed as a Heaviside step function of time and the effective stress at the crack surfaces are set to zero, and (ii) in the second category of modelling, the pore fluid pressures on the surfaces of the crack are set to zero and the effective stresses on the crack surfaces are prescribed as Heaviside step functions of time with the same magnitude as the pore fluid pressure in (i). The objective of the current paper is to apply the formal theory of Biot poroelasticity (Biot, 1941, 1956) to examine the mechanics of cracks in a fluid-saturated poroelastic halfspace region. The engineering issues associated with the geosciences and geoenhancing activities include the application of pressures to the fluid-saturated poroelastic geologic formation. The first of these addresses the question related to the pressures that can induce hydraulic fracture of the geologic formations. In some applications, the generation of hydraulic fracture is desirable and in some applications the generation of new hydraulic fractures needs to be prevented. The first of the problems examined in the study addresses the issue where fluid is injected to a location in an initially intact geologic medium. When the injection pressures create an effective stress state that can satisfy a plausible failure criterion the generation of a fracture will result. Once a fracture is nucleated, its propagation is dynamic and will reach a stable configuration; where the geologic medium now contains a crack, whose extension is controlled by the mechanics at the tip of a pressurized crack. The study of the mechanics of cracks in a geologic medium during fluid injection is intimately tied to the in situ stress state. There are no criteria that can be applied a priori to determine which cracks can be initiated in a shallow environment and which can occur at significant depth. In current resource extraction exercises, for example, the depths of location of the resource can exceed 8 km (Selvadurai et al., 2018) and the in situ stress state can be a significant factor in either suppressing fracture extension or altering the orientation of a fracture created by fluid injection. As an example, consider the axisymmetric problem of a penny-shaped crack that is located in a linearly elastic solid under a geostatic stress state where the plane of the penny-shaped crack is subjected to the far field compressive normal stress $\sigma_N$. Considering the solution to the penny-shaped crack problem (Sneddon, 1946, 1965) the Mode I stress intensity factor at the crack tip is $K_{I}^{0} = (2\sigma_N \sqrt{a}/\pi)$, where $a$ is the radius of the penny-shaped crack. If the applied far field stress is compressive, such a stress state cannot result in the extension of the penny-shaped crack in a self similar fashion. The negative stress intensity factor resulting from the far field compressive stress state will not promote crack growth. Consider the problem where the penny-shaped crack is located in an unstrained infinite domain and subjected to an internal pressure $p_0$; the Mode I stress intensity factor is $K_{I}^{0} = (2p_0 \sqrt{a}/\pi)$. Let us assume a primitive crack extension criterion, which states that the crack will extend only when in the extension mode and the resultant stress intensity factor reaches the critical stress intensity factor in tension, $K_{I}^{c}$. Alternatively, an internal pressure $p_0 \geq (\pi K_{I}^{c} / 2\sqrt{a}) + \sigma_N$ will be needed to create an extension of the crack. We can also consider the mechanics of a penny-shaped crack in an infinite elastic medium in the presence of a compressive axial stress $\sigma_a$ normal to the plane of the crack and a radial stress field $\sigma_R$ in the plane of the crack. In this case, the internal pressure required to generate an extension of the penny-shaped crack is still $p_0 \geq (\pi K_{I}^{c} / 2\sqrt{a}) + \sigma_N$. The influence of $\sigma_R$ will not materialize for the case where the penny-shaped crack is located in an infinite space but will influence the generation of an additional stress intensity factor when the penny-shaped crack is located in a halfspace region. The mechanics of penny-shaped cracks in initially stressed media under compression have been considered by Selvadurai (1980) for the problem of an infinite space and by Guz and Nazarenko (1985) for a halfspace region (see also Guz et al., 2020). Therefore, in geomechanics in particular, the influence of the geostatic stress state is an important consideration in the ability to promote growth of existing cracks. The illustration considers only a highly simplified case; in reality the geostatic stress state in a domain can be influenced by several factors, including geodynamic processes, thermal effects and groundwater level fluctuations. The formulation of fracture problems for poroelastic media in an all-encompassing way is not a realistic possibility. Furthermore, the prediction of the orientation of fractures in geomaterials can also be influenced by heterogeneities, defects and preferred orientations with weak fracture toughness characteristics induced by depositional effects. Theoretical and practical experience related to hydraulic fracturing indicates that, in general, in situ fractures will be initiated in orientations normal to the direction of the minimum in situ geostatic principal stress. Since, in general, $\sigma_N > \sigma_R$ unless there is inherent fracture toughness anisotropy, fractures are most likely to be initiated along a vertical plane. This concept has been adopted in the generation of periodic fractures that can emanate from pressurizations induced along directionally drilled and horizontally aligned boreholes (Aadnoy & Looyeh, 2019; Bradley, 1979; Cui et al., 1999; Hossain et al., 2000; Huang et al., 2012; Zhang, 2013). Predicting the orientation of fractures that can emanate from pressurized boreholes that are inclined is a more complicated task. The conventional notions of a planar fracture will not be applicable, and the fractures will develop in a favorable three-dimensional orientation that will not be amenable to convenient mathematical formulation and solution, particularly in the context of the theory of poroelasticity. The objective of this paper is to examine certain canonical problems that can be useful for the calibration of computational approaches to modelling the mechanics of stable fractures in poroelastic media. Of necessity, the modelling is restricted to plausible axisymmetric poroelasticity that is mathematically well-posed and analytically manageable. The examples will deal with the topic of axisymmetric fracture initiation during injection of a fluid into a planar circular region within a poroelastic halfspace domain. The work evaluates the time-dependent surface displacement signatures when controlled, stable, axisymmetric, planar, circular fractures are generated through crack extension during the application of injection pressures. This study will examine the time-dependent
responses of a defect-free poroelastic halfspace and use the solution to compare the response of a poroelastic halfspace containing a pressurized penny-shaped crack. The comparison of time-dependent surface heave can be viewed as a signature of the extent of internal cracking, albeit in an axisymmetric fashion. The study also provides the internal pressurization criteria that can promote the extension of the penny-shaped crack in a self-similar fashion. The extension of the work to include the presence of an impermeable caprock layer is relegated to future work. The contribution of the study to the development of a rigorous investigation of the pressurized penny-shaped crack in a poroelastic halfspace is regarded as a useful bench-mark problem.

2. Governing equations

The poromechanics problems that will be analyzed in this study are formulated within the framework of Biot’s classical theory of poroelasticity (Biot, 1941, 1956), where the skeletal deformations are characterized by Hookean isotropic elasticity and the incompressible fluid flow within the pore space is governed by Darcy’s law. The classical poroelasticity model or the thermo-poroelasticity model, where the intact porous skeleton exhibits linear elastic behaviour in the small strain range, is certainly restrictive but serves as a suitable approach for examining the coupled responses of many fluid-saturated rocks (Cheng et al., 1993; Selvadurai and Suvorov, 2017). The governing equations are summarized for completeness: the constitutive relations describing isothermal poroelasticity in terms of the total stress tensor $\sigma$ and the pore fluid pressure $p$ are given by (see e.g., Cheng, 2016; Rice & Cleary, 1976)

$$\sigma(r, z, t) = \frac{2Gv}{(1-2v)} \text{tr}(r, z, t) I + 2G\varepsilon(r, z, t) - \alpha p(r, z, t) I$$

(1)

In (1), $\varepsilon$ is the infinitesimal strain tensor; $I$ is the identity matrix; $G$ and $v$ are, respectively, the linear elastic shear modulus (units Force/Length$^2$) and the Poisson’s ratio of the skeleton. It should also be noted that (1) does not assume the classical Terzaghi (1925) relationship for effective stresses. Improvements to this effective stress law are included in the general theory of poroelasticity developed by Biot (1941), which introduces the Biot coefficient that modifies the pore pressure term in (1). For elastic skeletal behaviour, the Biot coefficient depends on the compressibility of the porous skeleton and the compressibility of the solid material composing the porous skeleton (Biot, 1941; Cheng, 2016; Selvadurai, 2019b). The extension of the classical theory of poroelasticity to include elasto-plastic behaviour of the porous skeleton has been considered by several investigators (Pariseau, 1999; Selvadurai & Suvorov, 2012, 2014; Suvorov & Selvadurai, 2019) and either the material composition or the three-dimensional stress state should contribute to the development of elasto-plasticity. In this case, the Biot coefficient for elasto-plastic behaviour of the porous skeleton can be distinctly different from the purely elastic case. In the absence of body forces, the quasi-static equations of equilibrium in the poroelastic medium can be written as

$$\nabla \cdot \sigma = 0.$$  

(2)

The fluid is assumed to be incompressible and fluid flow in the porous medium is assumed to be governed by Darcy’s law. For a hydraulically isotropic poroelastic medium, Darcy’s law takes the form

$$v' - v^i = -\frac{k}{\mu} \gamma_f \nabla p,$$

(3)

where $v'$ is the velocity of the fluid, $v^i$ is the velocity of the porous skeleton, $k$ is the coefficient of permeability (units Length/Time), $\mu$ is the dynamic viscosity of the fluid, and $\gamma_f$ is its specific weight (units Force/Length$^3$).

Assuming that the velocity of the porous skeleton is considerably smaller than that of the permeating fluid, the continuity equation associated with quasi-static fluid flow can be written as:

$$\frac{\partial p}{\partial t} + \nabla \cdot (\rho \, v') = 0.$$  

(4)

Expositions of the governing equations and the development of stress function-based representations for their solution are given by several authors and references to these can be found in the following (Cheng, 2016; Kim & Selvadurai, 2015; McNamee & Gibson, 1960a;1960b; Rice & Cleary, 1976; Samea & Selvadurai, 2020; Selvadurai, 2013; Yue and Selvadurai, 1995). For axisymmetric problems formulated with reference to a cylindrical polar coordinate system, these equations can be written in terms of the skeletal displacements $u_r(r, z, t)$ and $u_\theta(r, z, t)$, respectively in the radial and axial directions, and the pore fluid pressure $p(r, z, t)$ as follows:

$$\left( \nabla^2 u_r - \frac{u_z}{r^2} \right) - (2\eta - 1) \frac{\partial \Theta}{\partial r} = \alpha \frac{\partial p}{G} \frac{\partial \Theta}{\partial r},$$

(5)

$$\nabla^2 u_\theta - (2\eta - 1) \frac{\partial \Theta}{\partial z} = \alpha \frac{\partial p}{G} \frac{\partial \Theta}{\partial z},$$

(6)

$$\beta \frac{\partial p}{\partial t} - \gamma \frac{\partial \Theta}{\partial t} = c \nabla^2 p,$$

(7)
where

\[ \alpha = \frac{3(v_u - \nu)}{B(1 - 2v)(1 - \nu)}; \quad \beta = \frac{(1 - 2v_u)(1 - \nu)}{(1 - 2v)(1 - \nu)}; \quad \gamma = \frac{2GB(1 - \nu)(1 + v_u)}{3(1 - 2v)(1 - \nu)} \]  \hspace{2cm} (8)

\[ c = \frac{2GB^2(1 - \nu)(1 + v_u)^2k}{9(v_u - \nu)(1 - \nu)y_f} = \frac{k\mu}{S_fy_f}; \quad \eta = \frac{(1 - \nu)}{(1 - 2v)}. \]

In these equations, \( v_u \) is the undrained Poisson’s ratio, \( \alpha \) is the Biot Coefficient, \( S_f \) is the storage coefficient, and \( B \) is the Skempton’s pore pressure parameter defined as

\[ B = \frac{C_m - C_s}{C_m - C_s + \eta (C_f - C_s)}. \]  \hspace{2cm} (9)

where \( C_m \) is the compressibility of the porous skeleton; \( C_s \) is the compressibility of the skeletal material; \( C_f \) is the compressibility of the pore fluid and \( n \) is the porosity. The diffusivity coefficient, \( c \), controls the diffusion speed and is a combined property of the hydraulic conductivity, porosity and the compressibility of the solid skeleton as well as the pore fluid (Cheng et al., 1993).

The constitutive parameters have to satisfy certain thermodynamic constraints to ensure positive definiteness of the strain energy potential; these constraints can be expressed in the form \( 0 \leq B \leq 1; \quad G > 0; \quad -1 \leq \nu \leq 1/2 \). Alternative, but equivalent, descriptions are given by Rice and Cleary (1976) and further references can be found in Verruijt (2015), Selvadurai (2013) and Wang (2000).

We also note that \( \Theta \) and \( \nabla^2 \) are the volumetric strain and the axisymmetric form of the Laplace’s operator given by:

\[ \Theta = \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{\partial u_z}{\partial z}, \]  \hspace{2cm} (10)

\[ \nabla^2 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2}. \]  \hspace{2cm} (11)

The solution of the partial differential equations (5)-(7) can be approached in a variety of ways and these have been documented in the literature (McNamee & Gibson, 1960a; Rajapakse & Senjuntichai, 1993; De Josselin de Jong, 1957; Selvadurai, 2007). We adopt the approach proposed in McNamee and Gibson (1960a, 1960b), where the solution to the governing coupled partial differential equations (5)-(7) can be represented in terms of two scalar functions \( S(r, z, t) \) and \( E(r, z, t) \), which satisfy the coupled partial differential equations

\[ \nabla^2 S = 0, \]  \hspace{2cm} (12)

\[ c \nabla^4 E = \left( \beta + \frac{\alpha G}{2C_f} \right) \nabla^2 \frac{\partial E}{\partial t} - \frac{\beta}{\eta} \frac{\partial^2 S}{\partial z \partial t}. \]  \hspace{2cm} (13)

The completeness of these representations has not been proved, but the uniqueness of the initial boundary value problem governing quasi-static poroelasticity problems have been discussed by Altay and Dökmeci (1998). The displacements, total stresses and pore fluid pressure can be uniquely represented in terms of \( S(r, z, t) \) and \( E(r, z, t) \) as follows:

\[ u_z = -\frac{\partial E}{\partial z} + z \frac{\partial S}{\partial z} - S, \quad u_r = -\frac{\partial E}{\partial r} + z \frac{\partial S}{\partial r}, \]  \hspace{2cm} (14)

\[ p = \frac{2G}{\alpha} \left( \frac{\partial S}{\partial z} - \eta \Theta \right), \quad \Theta = \nabla^2 E, \]  \hspace{2cm} (15)

\[ \frac{\sigma_{rr}}{2G} = \left( \frac{\partial^2}{\partial r^2} - \nabla^2 \right) E - z \frac{\partial^2 S}{\partial r \partial z} + \frac{\partial S}{\partial z}, \quad \frac{\sigma_{\theta\theta}}{2G} = \left( \frac{1}{r} \frac{\partial}{\partial r} - \frac{\partial^2}{\partial z^2} \right) E - \frac{z}{r} \frac{\partial S}{\partial r} + \frac{\partial S}{\partial z}, \]  \hspace{2cm} (16)

\[ \frac{\sigma_{zz}}{2G} = \left( \frac{\partial^2}{\partial z^2} - \nabla^2 \right) E - z \frac{\partial^2 S}{\partial z^2} + \frac{\partial S}{\partial z}. \]

The accuracy of the representations (14)-(16) in terms of \( S(r, z, t) \) and \( E(r, z, t) \) can be verified by back-substitution into the Eqs. (5)-(7). In an analytical approach for the solution of the time-dependent axisymmetric poroelasticity problem, the developments follow integral transform techniques. Laplace and zeroth-order Hankel transforms are used to eliminate, respectively, time-dependency and dependency on the radial coordinate \( r \): i.e.

\[ \tilde{F}^m(\xi, z, t) = \int_0^\infty r J_m(\xi r) F(r, z, t) dr, \]  \hspace{2cm} (17)

\[ \tilde{F}(\xi, z, s) = \frac{1}{2\pi i} \int_0^\infty e^{-is} F(\xi, z, t) dt. \]  \hspace{2cm} (18)
where \((\cdot)^m\) refers to the \(m^{th}\)-order Hankel transform, \((\cdot)\) refers to the Laplace transform of a particular function and \(J_m\) is the Bessel function of the first kind and order \(m\). After successive applications of Laplace and zeroth-order Hankel transforms, the governing PDEs (12) and (13) can be reduced to the following ODEs for the transformed variables \(\tilde{S}(\xi, z, s)\) and \(\tilde{E}(\xi, z, s)\):

\[
\left( \frac{d^2}{dz^2} - \xi^2 \right) \tilde{S}(\xi, z, s) = 0,
\]

\[
\left( \frac{d^2}{dz^2} - \xi^2 \right) \left[ \frac{d^2}{dz^2} - \left[ \xi^2 + \frac{s}{c} \left( \beta + \frac{a\gamma}{2G\eta} \right) \right] \right] \tilde{E}(\xi, z, s) = -\frac{\beta s}{\eta c} \frac{d}{dz} \tilde{S}(\xi, z, s).
\]

This approach is found to be the most convenient and has been applied to solve a variety of initial mixed boundary value problems related to contact mechanics in poroelasticity. For a comprehensive account of such problems, readers are referred to a recent study by Selvadurai and Samea (2020).

3. Skeletal stress development due to fluid injection over a circular region

The problem of fluid injection along line sources into a poroelastic halfspace region, with prescribed poro-mechanical properties, geomechanical skeletal strength characteristics, and overlain by an impermeable elastic caprock, was presented by Kim and Selvadurai (2015). In their study, the fluid injection rates that can promote the development of fracture within the storage formation was examined. This category of problems is of interest to the study of the injection of fluidized greenhouse gases into storage formations. Even though the analysis was based on isothermal poromechanics, the findings can contribute to the modelling of the time-dependent influences of poromechanics and supplements purely elastic modelling similar to the studies given in Selvadurai (2009, 2012). In the study by Selvadurai and Kim (2016), attention was focused on the injection of fluids into a similar storage setting and the fluid injection was applied over a circular region that preserved axisymmetric conditions. Also, the influence of the poroelastic properties of the caprock layer was an added modification. These studies provided a methodology to control the initiation of fracture of the storage formation; the creation of such defects would render the storage formation of little value since the created fractures could compromise the storage potential. Furthermore, when a free boundary is encountered, any created fractures would have the tendency to extend to the free surface, thereby providing a pathway for the leakage of the injected greenhouse gases. In the current study, the potential for creating a hydraulic fracture is first examined by investigating the poroelastic effective stresses created in an intact poroelastic storage halfspace region and the influences of the caprock layer are excluded. In fluid injection exercises, the rate of injection is usually achieved in a progressive fashion. In this modelling the fluid pressure of magnitude \(p_0\) is instantaneously applied as a Heaviside step function of time and the fluid enters a halfspace at a plane circular region of radius \(a\) located at a depth \(h\) from the surface of the halfspace region (Fig. 1).

For the formulation of the mixed initial boundary value problem related to the fluid injection, it is convenient to designate (i) a layer region \((L)\), where \(0 \leq r < \infty\) and \(-h \leq z \leq 0\), and (ii) a reduced halfspace region \((H)\), where \(0 \leq r < \infty\) and \(0 \leq z < \infty\).
(i) On the surface of the layer region, we have
\[
\sigma_{zz}^{(L)}(r, -h, t) = \sigma_{zz}^{(H)}(r, -h, t) = 0 \quad ; \quad 0 \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
\[
p^{(L)}(r, -h, t) = 0 \quad ; \quad 0 \leq r < \infty \quad ; \quad \forall t \geq 0
\]  

(ii) When considering the interface between the layer region and the halfspace region, it is convenient to consider, for future use, the continuity conditions associated with the region exterior to the injection zone \(a \leq r < \infty; z = 0\) and the interior region where the injection takes place. The continuity conditions at the exterior region located at the plane \(z = 0\) can be written as
\[
u_i^{(L)}(r, 0, t) - u_j^{(H)}(r, 0, t) = 0 \quad ; a \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
\[
v_i^{(L)}(r, 0, t) - u_j^{(H)}(r, 0, t) = 0 \quad ; a \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
\[
\sigma_{zz}^{(L)}(r, 0, t) - \sigma_{zz}^{(H)}(r, 0, t) = 0 \quad ; a \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
\[
\sigma_{zz}^{(L)}(r, 0, t) - \sigma_{zz}^{(H)}(r, 0, t) = 0 \quad ; a \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
\[
p^{(L)}(r, 0, t) - p^{(H)}(r, 0, t) = 0 \quad ; a \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
\[
\left( \frac{\partial p^{(L)}}{\partial z} \right)_{z=0} - \left( \frac{\partial p^{(H)}}{\partial z} \right)_{z=0} = 0 \quad ; a \leq r < \infty \quad ; \quad \forall t \geq 0
\]  
Considering the interior region located at the plane \(z = 0\), we have
\[
u_i^{(L)}(r, 0, t) - u_j^{(H)}(r, 0, t) = 0 \quad ; 0 \leq r \leq a \quad ; \quad \forall t \geq 0
\]  
\[
u_i^{(L)}(r, 0, t) - u_j^{(H)}(r, 0, t) = 0 \quad ; 0 \leq r \leq a \quad ; \quad \forall t \geq 0
\]  
\[
\sigma_{zz}^{(L)}(r, 0, t) - \sigma_{zz}^{(H)}(r, 0, t) = p^{(L)}(r, 0, t) - p^{(H)}(r, 0, t) \quad ; 0 \leq r \leq a \quad ; \quad \forall t \geq 0
\]  
\[
\sigma_{zz}^{(L)}(r, 0, t) - \sigma_{zz}^{(H)}(r, 0, t) = 0 \quad ; 0 \leq r \leq a \quad ; \quad \forall t \geq 0
\]  
\[
p^{(L)}(r, 0, t) - p^{(H)}(r, 0, t) = p_0 H(t) \quad ; 0 \leq r < a; \quad \forall t \geq 0
\]  
\[
\left( \frac{\partial p^{(L)}}{\partial z} \right)_{z=0} - \left( \frac{\partial p^{(H)}}{\partial z} \right)_{z=0} = 0 \quad ; 0 \leq r < a \quad ; \quad \forall t \geq 0
\]  
where \(t\) is the lapse time since the crack faces are exposed to the injected fluid, \(H(t)\) is the Heaviside step function of time, \(\sigma^{'} ij (\neq \sigma_{ij} - \alpha p \delta_{ij})\) is the effective stress. These boundary conditions should also be supplemented by the regularity conditions applicable to both the layer and the halfspace regions.
\[
\lim_{|x| \to \infty} \{ u^{(i)}(x, t), u^{(i)}(x, t), p^{(i)}(x, t) \} = 0 \quad ; i = L, H \quad ; \quad \forall t \geq 0
\]  
For the solution of the transient problem, the initial conditions are prescribed as follows:
\[
\begin{align*}
u^{(L)}(x, t) &= u^{(H)}(x, t) = 0 \\
\sigma^{(L)}(x, t) &= \sigma^{(H)}(x, t) = 0 \quad ; \quad t = 0 \\
p^{(L)}(x, t) &= p^{(H)}(x, t) = 0
\end{align*}
\]  
Ensuring that the regularity conditions (35) are satisfied, the solution to the governing ordinary differential Eqs. (19) and (20) for the layer and halfspace regions can be given as
\[
\tilde{S}^{(L)}(\xi, z, s) = A_1^{(L)} e^{\xi z} + B_1^{(L)} e^{z \xi}.
\]  
\[
\tilde{E}^{(L)}(\xi, z, s) = A_2^{(L)} e^{-\xi z} + B_2^{(L)} e^{z \xi} + A_3^{(L)} e^{-\varphi z} + B_3^{(L)} e^{\varphi z} + \Gamma A_1^{(L)} z e^{-\xi z} + \Gamma B_1^{(L)} z e^{\xi z}.
\]
\[ \hat{\mathbf{S}}^{(H)}(\xi, z) = A_1^{(H)} e^{-\xi z}, \]
\[ \mathbf{E}^{(H)}(\xi, z) = A_2^{(H)} e^{-\xi z} + A_3^{(H)} e^{-\psi z} + \Gamma A_1^{(H)} z e^{-\xi z}. \]

In these equations, \( A_1^{(L)}, B_1^{(L)}, \ldots, A_3^{(H)} \) are arbitrary functions to be determined by imposing boundary conditions \( (17)-(25) \). In the above, \( \varphi \) and \( \Gamma \) are defined by the following expressions:

\[ \varphi = \sqrt{\frac{\xi^2 + \zeta}{s} \left( \beta + \frac{\alpha \gamma}{2G\eta} \right)}; \quad \Gamma = \frac{\beta G}{2\eta \beta G + \alpha \gamma}. \]

Avoiding details, the initial boundary value problem governing the fluid injection problem defined by \( (21) \) to \( (36) \) can be solved to obtain the displacements, stresses and pore fluid pressures in the layer and the halfspace regions. Integral expressions for the axial displacements, the stress components and the pore pressure fields are given in Appendix A.

In addition, we consider the in situ geostatic stress state that can be generated by the self weight of the material and the initial pore fluid pressure distribution corresponding to the case where the groundwater level is at the surface of the layer region. For the layer region and the reduced halfspace region, the initial geostatic effective stress state is given by

\[ \sigma^{(i)}_{GS} = (h + z)(\gamma_s - \gamma_w) \begin{pmatrix} \nu & 0 & 0 \\ 1 - \nu & 0 & 0 \\ 0 & 1 - \nu & 1 \end{pmatrix}; \quad \begin{cases} i = L (-h \leq z < 0) \\ i = H (0 \leq z < \infty) \end{cases} \]

where \( \gamma_s \) is the bulk unit weight of the geomaterial and the superscript \( GS \) refers to the geostatic stress state.

The topic of nucleation of fractures in geomaterials is a complex issue, which is distinct from the extension of existing cracks under applied stresses pioneered by Griffith. The subject of nucleation of cracks or voids in a material needs to consider the creation of new surfaces in an otherwise intact region. This is usually postulated by appeal to an observation based on a theory of failure or energetic considerations. Many such theories have been postulated in the literature (Broek, 1982; Cherepanov, 1979; Hellan, 1985; Lawn & Wilshaw, 1975; Popelar & Kanninen, 1985; Sih, 1971; Sneddon & Whang, 1969; Spencer, 1965) and the problem can be complicated due to the presence of a saturating fluid in the pore space. A plausible approach, particularly in connection with the fluid injection problem, is to examine the initiation of a fracture when the skeletal tensile strength of the material, as interpreted by the effective stresses, is reached. In the case of the axisymmetric fluid injection problem, this would allow axisymmetric conditions to be maintained during the injection process. Other failure criteria such as the Mohr-Coulomb, Tresca, Drucker-Prager, Mogi, Hoek-Brown etc. (Benz & Schwab, 2008; Davis & Selvadurai, 2005; Jiang & Xie, 2011; Rahimi & Nygaard, 2015), can be used to assess the initiation of failure; however, such criteria will invariably lead to inclined orientations of failure planes that are possible but would not be amenable to the analytical treatment of the injection problem. Here, we assume that a stable axisymmetric penny-shaped crack emanating from the center of the injection zone can form in the plane of the injection zone. The dimension of such a crack will depend on the skeletal fracture criteria but, for purposes of simplification of the analytical treatment, we consider the presence of a crack that will coincide with the injection zone. The analysis of this problem is given in Section 4.

In this section we briefly examined the conditions that will promote the nucleation of a crack at an injection zone and how (i) the fluid pressure, (ii) the poroelastic and strength parameters of the rock, (iii) the geostatic stress state, and (iv) the depth of location and the dimensions of the planar injection zone, can influence the initiation of a crack. The variation of effective axial stresses at the plane of injection is given by

\[ \sigma_{ij}^{(i)}(r, 0, t) = \sigma_{ij}^{(GS)}(r, 0) - \left\{ \sigma_{ij}(r, 0, t) - \alpha \delta_{ij} p(r, 0, t) \right\} \]

The maximum value of the steady injection rate that initiates the development of failure at the central location of the injection zone occurs when the stress state reaches a critical level defined by a proper failure criterion in terms of principle effective stresses.

4. Fluid injection into a created penny-shaped crack located in a poroelastic halfspace

The analysis presented in the previous section demonstrates that when appropriate stress states prevail, the injection of fluids into intact poroelastic geological formations can lead to fracture development. Once a crack is nucleated, the presence of an injection pressure within the nucleated zone will promote the growth of the crack if the criteria for crack extension are satisfied. The propensity for the fracture extension to occur in either a controlled or uncontrolled fashion (Atkinson, 1984; Lawn & Wilshaw, 1975) will depend on the competition between the fracture toughness criteria, the injection pressures of the fracturing fluids and the permeability of the poroelastic medium. If uncontrolled fracture growth takes place, the speed of propagation of the fracture can attain the Rayleigh wave speeds and such dynamic crack extension criteria are recognized as a signature of a process similar to waves generated during earthquake rupture. The studies performed by Atkinson and Craster (1991, 1995) provide excellent accounts of the interplay between the speed of propagation of a crack in a poroelastic medium and the influence of permeability in the alteration of the effective stress intensity factor at a crack tip. A great deal
of attention has also been given to dynamic crack extension in the context of resource exploration (Jin & Zhong, 2002; Song et al., 2017) by hydraulic fracturing (or the vulgar term, fracking). The consideration of the dynamic crack extension problem in the context of the theory of poroelasticity is important but is not within the scope of this paper.

The analysis presented here focuses on a stable crack that is created within a halfspace region during the fluid injection process. In the case of a crack located within a poroelastic halfspace, the crack tip will contain two stress intensity factors and the initiation of fracture propagation in the skeleton will be of a mixed mode type. This implies that the crack might deviate from a planar form to an axisymmetric three-dimensional configuration, which is not amenable to a purely mathematical formulation. As a plausible approximation, we assume that the extension of the crack will be in a Mode I fashion, thereby generating an axisymmetric penny-shaped crack within the axisymmetric injection zone (Fig. 2). There are several manifestations of the crack generation; these can include (i) a sudden pressure drop in the injection fluids, (ii) the generation of seismic waves and (iii) the displacements of the rock mass that will be observed at the surface of the poroelastic halfspace. The intention here is to develop a poroelastic solution for the case where nucleated cracks extend to the boundary of the injection zone and reach a stable configuration where injection takes place at a constant fluid pressure $p_0$ (units Force/Length²), ensuring that a mixed-mode failure criterion is satisfied.

Thus, we focus attention on the solution of a mixed boundary value problem in poroelasticity related to fluid injection, such that the surfaces of the crack are maintained at a constant pressure. The axisymmetric initial mixed boundary value problem for a pressurized penny-shaped crack in a poroelastic halfspace is governed by the following mixed boundary conditions: For the layer region, with a free-draining boundary, we have a similar set of constraints as in (21) and (22).

The pressurization of the penny-shaped crack is carried out over a planar circular zone occupying the region $0 \leq r < a$ at $z = 0$ with a constant pressure $p_0$ (units Force/Length²). At the pressurization level, within the crack region, the mathematical formulation of the problem should also satisfy the continuity of displacements, stresses and the fluid flux, i.e.

$$\sigma_{zz}^{(L)}(r, 0, t) = \sigma_{zz}^{(H)}(r, 0, t) = \sigma H(t) \quad : \quad 0 < r < a \quad ; \quad \forall t \geq 0$$

$$\sigma_{rz}^{(L)}(r, 0, t) = \sigma_{rz}^{(H)}(r, 0, t) = 0 \quad : \quad 0 < r < a \quad ; \quad \forall t \geq 0$$

$$p^{(L)}(r, 0, t) = p^{(H)}(r, 0, t) = p_0 H(t) \quad : \quad 0 < r < a \quad ; \quad \forall t \geq 0$$

$$\left( \frac{\partial p^{(L)}}{\partial z} \right)_{z=0} = \left( \frac{\partial p^{(H)}}{\partial z} \right)_{z=0} \quad : \quad 0 \leq r < a \quad ; \quad \forall t \geq 0$$

and the continuity conditions at the exterior of the crack region, within the pressurization level, are similar to the boundary conditions (23)-(27).

These boundary conditions should also satisfy the regularity conditions (35) and the initial conditions governing the fluid injection problem (36). Two loading cases can be considered for the choice of $\sigma$ : Case 1, when both the porous skeleton and the pore fluid take part in the transfer of the applied pressure within the injection region; i.e. $\sigma_{zz}^{(H)}(r, 0, t) = \sigma_{zz}^{(H)}(r, 0, t) = \sigma H(t) = 0$; and Case 2, when the boundary condition assumes that the effective stress is zero at the injection region and the applied pressure is transferred only through the interstitial fluid, i.e. $\sigma_{zz}^{(H)}(r, 0, t) = \sigma_{zz}^{(H)}(r, 0, t) = \sigma H(t) = \alpha p_0 H(t)$. 

![Fig. 2. Internal pressurization of a penny-shaped crack in a poroelastic halfspace $[\hat{u}(r, 0, t) = p^{(H)}(r, 0, t) = p_0 H(t) ; 0 \leq r < a ; \forall t \geq 0]$](image-url)
4.1. Solution of the initial mixed boundary value problem

Using (37)-(40) together with the transformed expressions for the displacements, stresses and pore fluid pressure (14)-(16), the mixed boundary value problem (23)-(28) and (44)-(47) for both loading cases can be written in the form of three sets of dual integral equations. These equations can be written as:

\[
\int_0^\infty 2 \left( \hat{N}_1(\xi, s) + \hat{N}_2(\xi, s) + \hat{N}_3(\xi, s) \right) J_0(\xi r) d\xi = \sigma / s \quad ; \quad r < a \quad ; \quad \forall t \geq 0
\] (48)

\[
\int_0^\infty \hat{N}_1(\xi, s) J_0(\xi r) d\xi = 0 \quad ; \quad r \geq a \quad ; \quad \forall t \geq 0
\] (49)

\[
\int_0^\infty 2 \left( \hat{N}_2(\xi, s) + \hat{N}_3(\xi, s) \right) J_0(\xi r) d\xi = p_0 / s \quad ; \quad r < a \quad ; \quad \forall t \geq 0
\] (50)

\[
\int_0^\infty \hat{N}_2(\xi, s) J_0(\xi r) d\xi = 0 \quad ; \quad r \geq a \quad ; \quad \forall t \geq 0
\] (51)

\[
\int_0^\infty 2 \left( \hat{N}_3(\xi, s) \right) J_0(\xi r) d\xi = 0 \quad ; \quad r \geq a \quad ; \quad \forall t \geq 0
\] (52)

\[
\int_0^\infty \hat{N}_3(\xi, s) J_0(\xi r) d\xi = 0 \quad ; \quad r \geq a \quad ; \quad \forall t \geq 0
\] (53)

where \( \hat{N}_i(\xi, s) ; \ i = 1, 2, 3 \) can admit the following finite Fourier transforms (Copson, 1961; Sneddon, 1951) such that

\[
\hat{N}_1(\xi, s) = \frac{1}{\xi} \int_0^a \tilde{\phi}_1(\rho, s) \sin(\xi \rho) d\rho,
\] (54)

\[
\hat{N}_2(\xi, s) = \int_0^a \tilde{\phi}_2(\rho, s) \cos(\xi \rho) d\rho,
\] (55)

\[
\hat{N}_3(\xi, s) = \sqrt{\frac{1}{\xi}} \int_0^a \tilde{\phi}_3(\rho, s) \sin(\xi \rho) d\rho.
\] (56)

With the aid of the representation (54)-(56), the dual integral Eqs. (48)-(53) can be reduced to the following simultaneous Fredholm integral equations of the second kind:

\[
\tilde{\phi}_1(r, s) + \int_0^a \tilde{\phi}_1(\rho, s) \tilde{\Omega}_{21}(r, \rho, s) d\rho + \int_0^a \tilde{\phi}_2(\rho, s) \tilde{\Omega}_{22}(r, \rho, s) d\rho
\]

\[
+ \int_0^a \tilde{\phi}_3(\rho, s) \tilde{\Omega}_{23}(r, \rho, s) d\rho = 2 \sigma r / \pi s \quad ; \quad r < a
\] (57)

\[
\int_0^a \tilde{\phi}_1(\rho, s) \tilde{\Omega}_{21}(r, \rho, s) d\rho + \tilde{\phi}_2(r, s) + \int_0^a \tilde{\phi}_2(\rho, s) \tilde{\Omega}_{22}(r, \rho, s) d\rho
\]

\[
+ \int_0^a \tilde{\phi}_3(\rho, s) \tilde{\Omega}_{23}(r, \rho, s) d\rho = 2p_0 / \pi s \quad ; \quad r < a
\] (58)

\[
\int_0^a \tilde{\phi}_1(\rho, s) \tilde{\Omega}_{21}(r, \rho, s) d\rho + \int_0^a \tilde{\phi}_2(\rho, s) \tilde{\Omega}_{22}(r, \rho, s) d\rho + \tilde{\phi}_3(r, s)
\]

\[
+ \int_0^a \tilde{\phi}_3(\rho, s) \tilde{\Omega}_{23}(r, \rho, s) d\rho = 0 \quad ; \quad r < a
\] (59)

The expressions for the kernel functions \( \tilde{\Omega}_{ij}(r, \rho, s) ; \ i, j = 1, 2, 3 \) are given in Appendix B.

The solution of the set of Fredholm integral Eqs. (57)-(59) for the unknown functions \( \tilde{\phi}_1(r, s), \tilde{\phi}_2(r, s), \) and \( \tilde{\phi}_3(r, s) \) can be used to evaluate the fracture response and the variations in displacements, stresses and pore fluid pressure within the medium. A result of importance to geomechanical applications is the evaluation of both Mode I and Mode II stress intensity factors at the crack tip for any of the loading cases:

\[
K_{I}^{m} = \lim_{r \to a} \frac{1}{\sqrt{2(\pi r)}} \left[ \sqrt{2(\pi r)} \sigma_{zz}^{(L)}(r, 0, t) \right] = -\frac{\tilde{\phi}_1(a, s)}{\sqrt{a}} \quad ; \quad m = 1, 2
\] (60)

\[
K_{II}^{m} = \lim_{r \to a} \frac{1}{\sqrt{2(\pi r)}} \left[ \sqrt{2(\pi r)} \sigma_{zz}^{(L)}(r, 0, t) \right] = -\sqrt{\frac{2}{\pi}} \frac{\tilde{\phi}_3(a, s)}{a} \quad ; \quad m = 1, 2
\] (61)
The possibility of the extension of the penny-shaped crack can be checked by comparing the time-dependent skeletal stress intensity factors at the crack tip with a mixed-mode brittle fracture criterion.

The crack volume for any of the loading cases can be calculated by integrating the crack opening displacements along the crack face \((0, a)\):

\[
\tilde{V}^{(m)}(s) = 2\pi \int_0^a r \left[ \tilde{u}^{(L)}_1(r, 0, s) + \tilde{u}^{(H)}_2(r, 0, s) \right] dr \quad m = 1, 2 \tag{62}
\]

4.2. Solution of the system of Fredholm integral Eqs

The sets of coupled Fredholm integral Eqs. of the second kind \((57)-(59)\) governing fluid injection into a penny shaped crack in a poroelastic halfspace are not amenable to exact solutions. To achieve the Laplace transform inversion, the interval \((0, a)\) is divided into \(N\) equal sub-intervals with their endpoints located at \(r_k = (i - 1)a/N\; (i = 1, 2, 3, ..., N + 1)\, \text{and}\, \text{the collocation points defined at } p_i = (r_i - r_{i+1})/2; (i = 1, 2, 3, ..., N)\). The Fredholm integral Eqs. in \((57)-(59)\) can then be written in the form of a system of algebraic Eqs.:

\[
\sum_{i,j}^N \tilde{\mathbf{H}}^{ij} \{ \tilde{\mathbf{P}} \} = \{ \tilde{\mathbf{B}} \}, \tag{63}
\]

where the components of the matrices \(\tilde{\mathbf{H}}^{ij}\), \(\tilde{\mathbf{P}}\), and \(\tilde{\mathbf{B}}\) are defined as

\[
\tilde{\mathbf{H}}^{ij}_{pq} = \begin{cases} 
\delta_{ij} + \frac{1}{N} \tilde{\Omega}_{pq}(r_i, r_j) & : i = j = 1, \ldots, N \; \text{and} \; p = q = 1 - 3 \\
\frac{1}{N} \tilde{\Omega}_{pq}(r_i, r_j) & : i = j = 1, \ldots, N \; \text{and} \; p \neq q = 1 - 3 \\
\frac{1}{N} \tilde{\Omega}_{pq}(r_i, r_j) & : i \neq j = 1, \ldots, N
\end{cases} \tag{64}
\]

\[
\{ \tilde{\mathbf{P}} \} = \{ \tilde{\phi}_1(r_i), \tilde{\phi}_2(r_i), \tilde{\phi}_3(r_i) \}^T \quad i = 1, \ldots, N \tag{65}
\]

\[
\{ \tilde{\mathbf{B}} \} = \begin{cases} 
2\sigma r_i/\pi s & : p = 1 \; \text{with} \; i = 1, \ldots, N \\
2p_0/\pi s & : p = 2 \; \text{with} \; i = 1, \ldots, N \\
0 & : p = 3 \; \text{with} \; i = 1, \ldots, N
\end{cases} \tag{66}
\]

in which \(\delta_{ij}\) is the Kronecker’s delta function.

From the solution of the set of equations in \((63)\) for \(\tilde{\phi}_1(r_i, s), \tilde{\phi}_2(r_i, s), \text{and} \tilde{\phi}_3(r_i, s)\), the normalized Mode I and Mode II stress intensity factor in the discretized form can be given as

\[
\tilde{K}_1^{(m)}(s) = -\frac{a}{p_0} \tilde{\phi}_1(r_N, s) \quad m = 1, 2 \tag{67}
\]

\[
\tilde{K}_II^{(m)}(s) = -\frac{2a}{\pi p_0} \sqrt{s} \tilde{\phi}_3(r_N, s) \quad m = 1, 2 \tag{68}
\]

Solutions were found for the Laplace transforms of the unknown functions \(\tilde{\phi}_1(r, s), \tilde{\phi}_2(r, s), \text{and} \tilde{\phi}_3(r, s)\). To recover the time-dependent functions \(\phi_1(r, t), \phi_2(r, t), \text{and} \phi_3(r, t)\), the transforms should be inverted using an appropriate numerical Laplace inversion technique. Here, we use the Laplace inversion technique proposed by Schapery (1962). Alternative techniques for inversion of Laplace transforms are given by Cheng et al. (1994), and Cohen (2007).

5. Computational modelling

One of the objectives of this article is to calibrate the accuracy of computational schemes that can be applied to more complex problems relevant to the geological sequestration of greenhouse gases, and extraction of geothermal and oil and gas resources in order to examine the extent to which computational codes can provide reliable results. The computational solutions to the injection problems discussed earlier were obtained using the COMSOL® multiphysics finite element platform. Figs. 3 and 4, respectively show the geometry of the model and the boundary conditions implemented in the FE code to simulate the instantaneous injection of a fluid applied at a constant pressure into a circular region and a penny-shaped crack within a poroelastic medium. An axisymmetric model was developed due to the symmetry of the problem about the \(z\)-axis. No infinite elements were employed in the model, but the outer boundaries of the domain are located sufficiently remote from the injection zone to minimize the influence of finite boundaries and ensure that far-field boundary conditions are imposed [the discretized domain includes the region bounded between \(r \in (0, R = 100a)\) and \(z \in (0, D = 100a + h)\)]. This approach was successfully used in previous investigations involving contact problems for poroelastic media (Samea & Selvadurai, 2020; Selvadurai & Samea, 2020). At the outer boundary of the domain \(z = 0\), the pore fluid pressure is zero and
Fig. 3. The geometry of the domain and the boundary conditions implemented in the FE simulation for fluid injection into a planar circular zone within a poroelastic medium \[\Delta p(t) = p^{(1)}(r,0,t) - p^{(0)}(r,0,t) = p_0 H(t); \ 0 \leq r < a; \ \forall t > 0.\]

Fig. 4. The geometry of the domain and the boundary conditions implemented in the FE simulation for fluid injection into a penny-shaped crack within a poroelastic medium \[\dot{p}(t) = p^{(1)}(r,0,t) = p^{(0)}(r,0,t) = p_0 H(t); \ 0 \leq r < a; \ \forall t > 0.\]
a free boundary condition is imposed. A graded mesh discretization was adopted throughout the model with extra mesh refinements to ensure mesh independence of the computational results. The mesh for the problem described in Fig. 3, consists of extra-fine isoparametric quadratic rectangular elements with two in-plane degrees of freedom at each node and a maximum element growth rate of 1.1.

The geometry of the crack was created by means of linear segments having a maximum aperture size of \( d_f/a = 2 \times 10^{-5} \). For Case 1 loading, at \( z = h \) a constant pressure, \( p_0 \), was applied on both faces of the crack. For Case 2, a boundary stress equal to \( \alpha p_0 \) was also added on the crack face at \( z = h \). At the outer boundary \( z = 0 \), the pore fluid pressure is set to zero and a free boundary condition is imposed. For the problem described in Fig. 4, isoparametric elements with a quartic shape order discretization were introduced to capture the crack tip behavior and the singular pore pressure and stress fields present at the discontinuous boundaries of the geometry. Of central concern has been the development of techniques to quantify the crack tip stress intensity factors. These techniques, in general, fall into two main categories: energy techniques, which calculate the stress intensity factors (SIFs) through a correlation with the energy release rate. Techniques such as J-integral (Rice, 1968), Virtual Crack Extension (VCE) (Parks, 1974) and Virtual Crack Closure (VCC) (Rybicki & Kanninen, 1977) are examples of methods that are proposed under the Linear Elastic Fracture Mechanics (LEFM) assumption. The alternative is the use of direct approaches, such as stress or displacement correlation/extrapolation techniques (Chan et al., 1970; Shih et al., 1976), which take advantage of the relationship between SIFs and the stress or displacement fields of the points adjacent to the crack tip. We adopt the Displacement Correlation (DC) scheme introduced by Barsoum (1976) and Shih et al. (1976) where both crack opening and shearing stress intensity factors can be evaluated in terms of the nodal displacements of the crack tip element at opposite sides (Fig. 5), i.e.:

\[
K_1 = \frac{G}{4(1 - \nu)} \sqrt{\frac{2\pi}{l_0}} \left[ 4(u_x(B) - u_x(D)) + u_x(E) - u_x(A) \right],
\]

\[
K_\Pi = \frac{G}{4(1 - \nu)} \sqrt{\frac{2\pi}{l_0}} \left[ 4(u_r(B) - u_r(D)) + u_r(E) - u_r(A) \right],
\]

where \( l_0 \) is the length of the crack tip element, and \( A, B, D \) and \( E \) are the nodes on the crack tip element and at the opposite sides to where the displacements are computed (see Selvadurai & Mahyari, 1997).

6. Results

The analytical method developed in the previous sections was used to evaluate the quasistatic transient response of a poroelastic halfspace region during the injection of a fluid. The fluid is injected into either a planar circular region within a poroelastic halfspace domain, as discuss in section 3, or into a controlled, stable, axisymmetric, planar, circular fracture (see section 4). In order to present the numerical results for both problems, the following non-dimensional parameters are
Table 1
Material properties for the injection fluid and the rock.

<table>
<thead>
<tr>
<th>Material Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson’s ratio</td>
<td>( \nu = 0.26 )</td>
</tr>
<tr>
<td>Undrained Poisson’s ratio</td>
<td>( \nu_u = 0.33 )</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>( G = 12.1 \times 10^6 \text{N/m}^2 )</td>
</tr>
<tr>
<td>Biot coefficient</td>
<td>( \alpha = 0.71 )</td>
</tr>
<tr>
<td>Skempton’s pore pressure parameter</td>
<td>( B = 0.46 )</td>
</tr>
<tr>
<td>Hydraulic conductivity</td>
<td>( k = 8.12 \times 10^{-7} \text{m/sec} )</td>
</tr>
<tr>
<td>Unit weight of water</td>
<td>( \gamma_w = 9.8 \times 10^3 \text{N/m}^3 )</td>
</tr>
<tr>
<td>Bulk unit weight of the geomaterial</td>
<td>( \gamma_i = 22.1 \times 10^3 \text{N/m}^3 )</td>
</tr>
<tr>
<td>Dynamic viscosity of the fluid</td>
<td>( \mu = 8.9 \times 10^{-4} \text{N.sec/m}^2 )</td>
</tr>
<tr>
<td>Porosity</td>
<td>( n = 0.16 )</td>
</tr>
<tr>
<td>Uniaxial compressive strength of the intact rock</td>
<td>( \sigma_{\text{i}} = 37.9 \text{MPa} )</td>
</tr>
<tr>
<td>Storage coefficient</td>
<td>( S_i = 2.78 \times 10^{-9} \text{m}^2/\text{N} )</td>
</tr>
</tbody>
</table>

* The quantities for Indiana limestone are a combination of measured and calculated values compiled by Hart and Wang (1995), and Glowacki and Selvadurai (2016).

Fig. 6. Variation in the surface axial displacement vs. injection depth for different Poisson’s ratios (red lines: \( t^* = 10^{-2} \); black lines: \( t^* = 10^4 \)). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

6.1. Fluid Injection within an internal circular region

Fig. 6 shows the variation in the maximum surface heave against the normalized injection depth for different values of Poisson’s ratio. For all injection depths, with the exception of \( h \) smaller than 1, the long-term \( t^* = 10^4 \) surface displacement (black lines) is smaller than the short-term response at \( t^* = 10^{-2} \) (red lines). When \( h \) is sufficiently small, the long-term surface heave reduces in value compared to deeper injections due to the pore pressure dissipation close to the surface of the halfspace region. For a fixed value of the drained Poisson’s ratio, the results show larger surface displacements for smaller undrained Poisson’s ratios, and the difference for short and long-term responses at \( h = 0 \) are 47 % and 42.5 %, respectively. However, only a slight decrease of about 0.035 % and 5.1 % is observed in the short and long-term surface heave, respectively, when the drained Poisson’s ratio increases from 0 to 0.495. The upper bound for the normalized surface heave is found for the case with \( (\nu, \nu_u) = (0.00, 0.005) \).

Figs. 7 and 8 illustrate the short-term and long-term responses of the axial and radial surface displacements for different depths of injections (i.e. \( h = 1 \) to 5). It can be seen from Fig. 7 that the surface heave is greatly influenced by a change in the depth of injection. Results show that the short-term and long-term maximum surface heave when the injection is made
at $\hat{h} = 1$ are, respectively, 31.5% and 31% larger than the injection at $\hat{h} = 5$. [We note that in the limit as $\hat{h}$ reaches the value of 20, the injection will have a very negligible influence on surface displacements in the axial and radial directions.] The corresponding computational results are given for both short-term and long-term responses and show good agreement with the theoretical results.

Fig. 9 shows the variation of the surface axial displacement with time at different injection depths. The corresponding computational results are denoted by black markers and are in good agreement with the theoretical results for all time factors $t^* \geq 10^{-2}$ with a maximum discrepancy of approximately 0.69% for $h = 1$. Within the same range of time factors, the discrepancy of the computational results with respect to the theoretical values reduces as the value of $h$ increases and becomes 0.12% when $h = 10$. The accuracy of the computational results, however, decreases significantly at the very early stages of injection $t^* < 10^{-2}$ as it approaches the limit of incompressibility of the poroelastic medium. To account for this computational constraint, a mixed formulation should be implemented in the solution scheme (see e.g. Lee et al., 2017; Selvadurai & Samea, 2020 and the references therein).

In Fig. 10, the variation of the pore fluid pressure along the z-axis due to a unit rise of pore pressure within a circular region located at $\hat{h} = 1$ is shown. The pore fluid pressure increases in magnitude over time. The values, however, approach zero when the position $z$ is larger than 4. A negative fluid pressure develops in the vicinity of the surface of the half-space soon after application of the step pressure. This can be attributed to the incompressible behaviour of the material close to the injection zone due to the combined counteraction of the solid phase and the permeating fluid to the injection pressure. When this region is subjected to an instantaneous fluid pressure, it experiences small frame deformations. In other words, the material becomes locally inhomogeneous shortly after the injection, with stiffer regions close to the injection zone. As time evolves, the applied pressure will redistribute within the medium leading to an increase in the pore pressure in regions
close to the surface of the halfspace. The corresponding computational results for both short-term and long-term responses are also shown in Fig. 10 and are in reasonable agreement with the theoretical results.

The increase in the pore fluid pressure around the injection region results in a sudden decrease in the effective stresses at the injection plane. Figs. 11 and 12 show that the axial effective stress at the injection region reduces but remains positive. The short-term and long-term radial effective stresses at the injection plane have negative values due to the fluid injection. As time progresses, a larger negative radial effective stress will be generated below the injection elevation at approximately \( \bar{z} = 0.8 \). Both the axial and radial effective stresses approach very small values when \( \bar{z} \) is larger than 5. The computational results are in very good agreement with the theoretical ones; however, this congruence is particularly noticeable for longer times.

The susceptibility to crack initiation within the injection zone can be examined by using an appropriate failure criterion expressed in terms of principal effective stresses. The choice of a specific failure criterion will ultimately depend on the particular rock or geomaterial that is being investigated. Various failure criteria have been proposed over the past century to describe the initiation of failure and the development of plastic flow in geomaterials and dilatant interfaces (see e.g. Chen & Baladi, 1985; Darve, 1990; Desai & Srinivadasa, 1984; Drucker & Prager, 1952; Pande et al., 1990; Schofield & Wroth, 1968) Recent advances in this area are given by Davis and Selvadurai (2005), Pietruszczak (2010), Selvadurai (2020, 2021) and Selvadurai et al. (2018). In the case of brittle rocks that are dominated by brittle fracture phenomena, the previously cited articles, articles by Brace (1960), Brace and Bombalakis (1963) and the volumes by Jaeger (1972) and Jaeger et al. (2007) can be consulted. A failure criterion that is extensively used in the rock mechanics literature is the Hoek-Brown criterion (Hoek & Brown, 1997). The stresses contributing to failure generation in the poroelastic medium are identified as the stresses acting in the skeleton. In this study, the effective stress is used in the calculations of the failure criterion. The
failure envelope can be written as

\[ \sigma_{1f}^* = \sigma_{3f}^* + \sigma_{ci} \left( m \frac{\sigma_{3f}^*}{\sigma_{ci}} + 1 \right)^{0.5} . \] (72)

In this equation, \( \sigma_{1f}^* \) and \( \sigma_{3f}^* \) are, respectively, the major and minor principal effective stresses at failure; \( m \) can be defined as a negative exponent function proposed by Peng et al., (2014) which, in the case of Indiana limestone, is equal to \( 7.8 e^{-\sigma_{3f}^*/22.5} \). The Hoek-Brown criterion can be represented in the form of the \( k_f \)-line in terms of \( p' = (\sigma_{1f}^* + \sigma_{3f}^*)/2 \) and \( q' = (\sigma_{1f}^* - \sigma_{3f}^*)/2 \). The \( k_f \)-line corresponds to the stress state that will promote the nucleation of a fracture. As is evident, the injection pressure and the ability of pore fluid pressure dissipation, which is controlled by the permeability of the poroelastic medium, will promote fracture nucleation according to a relatively elementary criterion.

Fig. 13 shows the Hoek-Brown criterion for the point located at the center of a circular region \((\tilde{r} = 0 \; a = 10 \text{ m})\) when the injection is made within an Indiana limestone formation at \( \tilde{h} = 1 \). The stress path is a function of time and is represented in the form of a line with its slope being

\[ \frac{dq'}{dp'} = \frac{d\sigma_{1f}^*}{d\sigma_{3f}^*} \] (73)

The stress path approaches the \( k_f \)-line as the pressure increases and failure takes place at the center of the injection region when the two lines intersect. The maximum pressure and its corresponding axial flow rate at failure \((Q_f)\) are, respectively, equal to 131.2 kPa and 0.667 m³/hr as \( t \to \infty \). The injection pressure necessary to nucleate a fracture at the center of the pressurized region is higher at the limit as \( t \to 0 \). The maximum injection pressure, however, decreases with time as...
Fig. 13. The Hoek-Brown criterion and the stress path.

Fig. 14. Variation of flow rate with time at different injection depths for $p_0 = 10$ kPa.

$t \to \infty$. Hence, the maximum pressure or its corresponding flow rate at the injection site should be limited to the failure pressure and flow rate at $t \to \infty$.

The variation in the axial flow rate at the injection region with time is given in Fig. 14. When the fluid is injected within the injection site, the leak-off volume reduces until $t^* = 1$ and then stabilizes over the entire time range. It is observed that the leak-off volume is larger for shallower injection depths due to the proximity of the injection region to the surface of the halfspace.

6.2. Fluid Injection into a penny-shaped crack

Figs. 15–18 show the non-dimensional transient Mode I and Mode II stress intensity factors for both loading cases versus time and for different Poisson’s ratios. The injection is assumed to be made into a penny-shaped crack within a poroelastic halfspace region at $h = 1$. Results yield higher stress intensity factors for larger undrained Poisson’s ratios and a fixed value for the drained Poisson’s ratio. Moreover, both Mode I and Mode II stress intensity factors (SIFs) reach a constant value as $t^* \to \infty$. When $(\nu, \nu_u) = (0.0, 0.005)$, the stress intensity factors show slight changes with time for both Mode I and Mode II SIFs.

Figs. 19–22 illustrate the transient change in the Mode I and Mode II stress intensity factors for both loading cases and for different injection depths, $h$. The results show a decrease in both Mode I and Mode II stress intensity factors as $h$ increases. Also, as $h$ increases and tends to infinity, the results for the problem of fluid injection into a poroelastic full space region will be attained. The Mode II stress intensity factor is zero for relatively deep injections where $h \geq 5$. The corresponding computational results for both stress intensity factors are also illustrated and slightly overestimate the theoretical results. However, the maximum deviation of the computational results with respect to the theoretical results is around 2.5%.
Fig. 15. Variation in the Mode I stress intensity factor for loading Case 1 against time for different Poisson's ratios.

Fig. 16. Variation in the Mode I stress intensity factor for loading Case 2 against time for different Poisson's ratios.

Fig. 17. Variation in the Mode II stress intensity factor for loading Case 1 against time for different Poisson's ratios.
Fig. 18. Variation in the Mode II stress intensity factor for loading Case 2 against time for different Poisson’s ratios.

Fig. 19. Variation in the Mode I stress intensity factor for loading Case 1 with time for different injection depths (markers denote the finite element modelling results).

Fig. 20. Variation in the Mode I stress intensity factor for loading Case 2 with time for different injection depths (markers denote the finite element modelling results).
**Fig. 21.** Variation in the Mode II stress intensity factor for loading Case 1 with time for different injection depths (markers denote the finite element modelling results).

**Fig. 22.** Variation in the Mode II stress intensity factor for loading Case 2 with time for different injection depths (markers denote the finite element modelling results).

Figs. 23–26 illustrate the axial and radial surface displacement responses for both loading cases and at two different injection depths (i.e. $\bar{h} = 1$ and 2). As expected, Figs. 23 and 24 show that the amplitude of the free surface uplift is considerably influenced by a change in $\bar{h}$. Results show that the maximum value for the long-term surface axial displacement for Case 1 loading when the injection is made at $\bar{h} = 1$ is more than two times (around 215 %) larger than when the injection is made at $\bar{h} = 2$. For Case 2, however, the maximum long-term surface axial displacement for $\bar{h} = 1$ is about 80 % larger than for $\bar{h} = 2$. Also, in the limit as $\bar{r}$ reaches a value of around 5, the injection will have a negligible influence on the surface displacements in the axial and radial directions for loading Case 1. The corresponding computational results are denoted by black markers and they show good quantitative agreement with the theoretical results for all time factors $t^* \geq 10^{-2}$. The accuracy of the computational results reduces appreciably as the limit of incompressibility of the poroelastic medium is approached (i.e. as $t^* \rightarrow 0$). A comparison between Figs. 7, 23, and 24 shows that the maximum surface heave due to injection into a penny-shaped crack located at $\bar{h} = 1$ is around 2.68 % larger for Case 1 loading, and 43.99 % larger for Case 2 loading compared to the surface heave due to injection into a circular plane. This is, however, not the case for $\bar{h} = 2$, which for Case 1 loading, decreases by 95.70 % but increases by 20.18 % for Case 2.

The fracture opening profile as a function of time $t^*$ and injection depth $\bar{h}$ are plotted in Figs. 27 and 28 for loading Cases 1 and 2, respectively. Both short-term and long-term opening profiles are plotted. Fig. 28 shows that for $\bar{h} = 1$, the normalized crack surface axial displacement defined by $\Delta_c = \bar{u}_z^{i(1)}(r, 0, t) - \bar{u}_z^{i(0)}(a, 0, r)$, $i = L, H$, $r < a$ is essentially concentrated on the upper face of the crack. We observe that as $\bar{h}$ increases, the results for the fracture opening profile at both the short-term and long-term limits approaches a symmetric ellipse. In fact, a deviation from a symmetric ellipse with a decrease in $\bar{h}$ reflects the decreases in the resistance of the rock layer to crack opening for a given pressure.

The solution of the pressurized fracture problem can also be treated by decomposing the boundary conditions at the crack region into two separate fundamental loading scenarios. The complete solution of the problem can be obtained by
Fig. 23. Surface heave due to injection into a penny-shaped crack within a poroelastic halfspace region for loading Case 1 (markers denote the finite element modelling results).

Fig. 24. Surface heave due to injection into a penny-shaped crack within a poroelastic halfspace region for loading Case 2 (markers denote the finite element modelling results).

Fig. 25. Change in surface radial displacement due to injection into a penny-shaped crack within a poroelastic halfspace region for loading Case 1 (markers denote the finite element modelling results).
**Fig. 26.** Change in surface radial displacement due to injection into a penny-shaped crack within a poroelastic halfspace region for loading Case 2 (markers denote the finite element modelling results).

**Fig. 27.** Change in normalized fracture profile for loading Case 1 (scenario A) at different time factors $t^*$ (black lines: $\bar{h} = 1$ Red lines: $\bar{h} = 2$). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

**Fig. 28.** Change in normalized fracture profile for loading Case 2 at different time factors $t^*$ (black lines: $\bar{h} = 1$ Red lines: $\bar{h} = 2$). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
superposing the results of these two scenarios. The presence of the injection fluid within the crack region has two loading effects; it not only represents the pore fluid pressure at the crack boundary, but also represents the axial stress acting on the same boundary. The first scenario (A) thus corresponds to the application of a pore pressure on the crack faces as discussed in Case 1, i.e. 
\[ p^{(L)}(r, 0, t) = p^{(H)}(r, 0, t) = p_0 \text{H}(t) \] and 
\[ \sigma_{zz}^{(L)}(r, 0, t) = \sigma_{zz}^{(H)}(r, 0, t) = 0; \]
and the second scenario (B) corresponds to the application of a normal stress on the crack boundary 
\[ \sigma_{zz}^{(L)}(r, 0, t) = \sigma_{zz}^{(H)}(r, 0, t) = \sigma \text{H}(t) = \alpha p_0 \text{H}(t) \] and 
\[ p^{(L)}(r, 0, t) = p^{(H)}(r, 0, t) = 0. \]
The subtraction of the results for these two scenarios corresponds to the Case 2 discussed in Section 4. Scenario A represents a leak-off process and causes a dilation of the porous material as a result of it being constrained from expansion, and hence the medium around the injection region experiences an increase in the confining compressive stress and, consequently, a higher fracture pressure. This excess pressure at the crack boundary, otherwise known as the back-stress effect, was first discussed by Cleary (1979) and later extended by Detournay et al. (1989) to investigate the borehole problem in a poroelastic medium and by Detournay and Cheng (1991) to examine the Griffith crack problem. The back-stress effect results in a decrease in the crack volume (crack boundary displacement) at early stages of injection followed by a progressive time-dependent evolution of the crack geometry as a result of pressure redistribution in regions farther away from the injection zone, as shown in Fig. 27. The early stage decrease in the crack volume increases the pore fluid pressure at the injection region. This effect is analogous to the Mandel-Cryer effect that is observed in poroelastic, thermo-poroelastic, poroelasto-plastic and poro-hyperelastic materials (Mandel, 1953; Cryer, 1963; Abousleiman et al., 1996; De Josselin de Jong, 1953, 1957; Gibson et al., 1963; Holzbecher, 2016; Najari & Selvadurai, 2014; Selvadurai & Najari, 2017; Selvadurai & Nguyen, 1995; Selvadurai & Shirazi, 2004; Selvadurai & Suvorov, 2012, 2014, 2016b; Verruijt, 2015; Yue et al., 1997). where a time-dependent transfer of the pore fluid pressure to the porous skeleton leads to a compression of the skeleton and an attendant increase in the pore fluid pressure within a contained fluid region.

Fig. 29 illustrates the normalized transient fracture profile for a penny-shaped crack within a poroelastic halfspace region subjected to a purely mechanical loading \( \alpha p_0 \text{H}(t) \) (scenario B). As \( t^* \rightarrow \infty \), the solution for the poroelasticity problem recovers the solution for a penny-shaped crack within an elastic halfspace region subjected to a mechanical load equal to \( \alpha p_0 \) given by Srivastava and Singh (1969). The elasticity solution is shown by cross markers.

The Figs. 30 and 31 show the variation of the pore fluid pressure along the z-axis due to fluid injection into the poroelastic halfspace region for different values of the non-dimensional time factor \( t^* \). Soon after application of the pressure \( p_0 \) within the crack, a small region close to the surface will experience a negative pore fluid pressure distribution. With increasing time, the pore fluid pressure becomes positive everywhere within the halfspace, with its maximum always at the injection level. The values, however, decay as \( z \) increases in the far field. The corresponding computational results are shown as cross markers and as discussed earlier, the accuracy of the finite element results drops significantly as \( t^* \rightarrow 0 \). This is more pronounced for loading Case 2 than Case 1 (scenario A). As shown in Fig. 30, the Case 1 pore fluid pressure at the injection region grows by 3.65 % immediately after the injection (at \( t^* = 10^{-4} \)) and reduces with time. The pore fluid pressure remains equal to \( p^{(1)}(0, 0, t^*) = 1 \) for \( t^* \geq 10^{-2} \).

The increase in the pore fluid pressure around the injection region results in a decrease in the effective stresses. Figs. 32–35 show the change in the axial and radial effective stress along the z-axis due to fluid injection. The results show that the effective stresses reduce to negative values. The back-stress effect results in a 2.6 % reduction in the axial effective stresses at the early stages of the injection at \( t^* = 10^{-4} \). The reduction in the radial effective stress is more pronounced and is equal to and 27.1 % at \( t^* = 10^{-4} \) and is equal to 9 % at \( t^* = 10^{-2} \).
Fig. 30. Change in the pore fluid pressure with $\bar{z}$ (Loading Case 1 (scenario A) - markers denote the finite element modelling results).

Fig. 31. Change in the pore fluid pressure with $\bar{z}$ (Loading Case 2 - markers denote the finite element modelling results).

Fig. 32. Change in the axial effective stresses with $\bar{z}$ (Loading Case 1 (scenario A) - markers denote the finite element modelling results).
Fig. 33. Change in the axial effective stresses with $\bar{z}$ (Loading Case 2 - markers denote the finite element modelling results).

Fig. 34. Change in the radial effective stresses with $\bar{z}$ (Loading Case 1 (scenario A) - markers denote the finite element modelling results).

Fig. 35. Change in the radial effective stresses with $\bar{z}$ (Loading Case 2 - markers denote the finite element modelling results).
7. Conclusions

Fluid injection into a saturated poroelastic medium has a wide range of engineering applications including activities related to extraction of oil and gas reserves, and deep injection of wastewater, fluidized greenhouse gases and hazardous fluids into intact geologic formations. The engineering issues associated with these geosciences and geoenvironmental activities involve the application of pressures to the fluid-saturated poroelastic geologic formation. The paper, first deals with the problem of fluid injection within a poroelastic medium that would create the skeletal stress state necessary to initiate fracture. Attention is focused on the influence of the pore fluid pressure, the drained and undrained Poisson’s ratios, and the depth of injection on the surface displacements. The change in the skeletal stresses surrounding the injection region and the leak-off volume from the injection region are obtained and the propensity of fracture nucleation at the injection plane is investigated by applying an appropriate failure criterion. The theoretical solutions are also compared with the results obtained from a conventional finite-element software package. The computational results show good quantitative agreement with the theoretical results for all time factors \( t^* \geq 10^{-2} \). The paper then proceeds with the mathematical development of the mechanics of cracks in a poroelastic halfspace region. The pore fluid pressure and traction boundary conditions associated with the surfaces of the crack and the surface of the halfspace are correctly applied. Two loading scenarios were considered for the choice of the traction boundary conditions at the surface of the crack: (i) when both the porous skeleton and the pore fluid take part in the transfer of the applied pressure within the injection region; and (ii) when the boundary condition assumes that the effective stress is zero at the injection region and the applied pressure is transferred only through the interstitial fluid. For both loading scenarios, it is shown that the adoption of finite transforms in a Hankel and Laplace transform space leads to the development of a system of coupled Fredholm integral Eqs.. The development of a completely analytical solution of this system is an unrealistic expectation. The coupled system is numerically solved to generate results of interest to engineering applications. The numerical solution of the system of integral Eqs. is non-routine and requires access to supercomputing facilities. The Laplace transform inversion procedure was used in previous studies and the approaches were successfully implemented to study poroelastic contact problems. The numerical results were generated to demonstrate the time-dependent evolution of stress intensity factors at the tip of the penny-shaped crack, the time-dependent surface deformations of the halfspace resulting from internal pressurization and the deformed profile of the crack. Although numerical techniques are ultimately needed to solve the system of coupled integral Eqs. and for the Laplace transform inversion, they can be regarded as bona-fide analytical results for this class of poroelastic mixed boundary value problems, thus providing a suitable set of results that can be classified as being of a benchmark quality. With this in mind, the same problems were solved using a widely adopted computational multi-physics finite element code. The results for the time-dependent evolution of the stress intensity factors, surface deformations and crack deformations all conform closely to the results derived from the analytical approach, except for the short-term responses of the medium as \( t^* \to 0 \). This computational constraint can be eradicated by employing a mixed formulation in the solution scheme. The limiting results for the poroelasticity problem as \( t^* \to 0 \) and \( t^* \to \infty \) also agree with the analogous elasticity solutions developed separately and by other researchers. The processes that are inherent in both problems are complicated and any analytical development can proceed only by examining mathematical problems under highly specialized configurations.
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Appendix

The integral representations, for the axial displacements, the stress components and the pore pressure can be written as:

\[ u_z^{(m)}(r, z, t) = \int_{X^{-\infty}}^{X^{+\infty}} \int_0^\infty \xi \left\{ -\frac{d}{dz} \tilde{E}^{(m)}(\xi, z, s) + \left( \frac{z - \frac{d}{dz}}{1} \right) \tilde{S}^{(m)}(\xi, z, s) \right\} J_0(\xi r) e^{i\rho d} d\xi ds \quad ; \quad m = L, H \quad (A.1) \]

\[ u_\theta^{(m)}(r, z, t) = \int_{X^{-\infty}}^{X^{+\infty}} \int_0^\infty \xi^2 \left\{ \frac{\xi^2}{2} - \frac{d^2}{dz^2} \right\} \tilde{E}^{(m)}(\xi, z, s) + \left( 2z^2 + \frac{d}{dz} \right) \tilde{S}^{(m)}(\xi, z, s) \right\} J_0(\xi r) e^{i\rho d} d\xi ds \quad ; \quad m = L, H \quad (A.2) \]

\[ \sigma_{zz}^{(m)}(r, z, t) = 2G \int_{X^{-\infty}}^{X^{+\infty}} \int_0^\infty \xi \left\{ \xi \frac{d^2}{dz^2} \tilde{E}^{(m)}(\xi, z, s) \right\} + \left( \frac{d^2}{dz^2} \right) \tilde{S}^{(m)}(\xi, z, s) \right\} J_0(\xi r) e^{i\rho d} d\xi ds \quad ; \quad m = L, H \quad (A.3) \]

\[ \sigma_{rr}^{(m)}(r, z, t) = 2G \int_{X^{-\infty}}^{X^{+\infty}} \int_0^\infty \xi \left\{ \frac{\xi^2}{2} - \frac{d^2}{dz^2} \right\} \tilde{E}^{(m)}(\xi, z, s) + \left( 2z^2 + \frac{d}{dz} \right) \tilde{S}^{(m)}(\xi, z, s) \right\} J_0(\xi r) e^{i\rho d} d\xi ds \quad ; \quad m = L, H \quad (A.4) \]

\[ \sigma_{\theta\theta}^{(m)}(r, z, t) = 2G \int_{X^{-\infty}}^{X^{+\infty}} \int_0^\infty \xi \left\{ \xi^2 - \frac{d^2}{dz^2} \tilde{E}^{(m)}(\xi, z, s) \right\} + \left( \frac{d^2}{dz^2} \right) \tilde{S}^{(m)}(\xi, z, s) \right\} J_0(\xi r) e^{i\rho d} d\xi ds \quad ; \quad m = L, H \quad (A.5) \]

\[ p^{(m)}(r, z, t) = \frac{2G}{\alpha} \int_{X^{-\infty}}^{X^{+\infty}} \int_0^\infty \xi \left\{ \frac{d}{dz} \tilde{S}^{(m)}(\xi, z, s) - \eta \left( -\xi^2 + \frac{d^2}{dz^2} \tilde{E}^{(m)}(\xi, z, s) \right) \right\} J_0(\xi r) e^{i\rho d} d\xi ds \quad ; \quad m = L, H \quad (A.6) \]

in which \( \chi \) is a real number associated with the Bromwich integral. The expressions for \( \tilde{E}^{(m)}(\xi, z, s) \) and \( \tilde{S}^{(m)}(\xi, z, s) \) are given in (37)-(40) and the constants \( A_1^L, B_1^L, \ldots, A_3^H \) can be found in the website.

Appendix B

With the aid of the representations (54)-(56) and the requirements
\[
\lim_{\rho \to 0} \left\{ \tilde{\phi}_0(\rho, s), \tilde{\phi}_2(\rho, s) \right\} = 0 \quad ; \quad \lim_{\rho \to 0} \left\{ \rho^{1/2} \tilde{\phi}_3(\rho, s) \right\} = 0. \quad (B.1)
\]
the system of dual integral Eqs. (48)-(53) can be reduced to the simultaneous dual integral Eqs. (58)-(60). The representations (54)-(56) ensure that the integral Eqs. (49), (51), and (53) are automatically satisfied, and the integral Eqs. (48), (50), and (52) can be written in the form of the following Abel-type integral Eqs.:

\[
\int_0^r \frac{d\tilde{\phi}_1(\rho, s)}{d\rho} \frac{d\rho}{(r^2 - \rho^2)^{1/2}} + \int_0^\infty \xi^2 \tilde{\sigma}_{11}(\xi, s) N_1(\xi, s) J_0(\xi r) d\xi + \int_0^\infty \xi^2 \tilde{\sigma}_{12}(\xi, s) N_2(\xi, s) J_0(\xi r) d\xi + \int_0^\infty \xi^2 \tilde{\sigma}_{13}(\xi, s) N_3(\xi, s) J_0(\xi r) d\xi = \sigma/s, \quad ; \quad r < a \quad \forall t \geq 0 \quad (B.2)
\]
\[ \int \hat{\varphi}_{21}(\xi, s) \tilde{N}_1(\xi, s) J_0(\xi r) d\xi + \int_{0}^{r} \frac{d\hat{\varphi}_2(\rho, s)}{(r^2 - \rho^2)^{1/2}} + \int \hat{\varphi}_{22}(\xi, s) \tilde{N}_2(\xi, s) J_0(\xi r) d\xi \]

(B.3)

\[ + \int_{0}^{\infty} \hat{\varphi}_{22}(\xi, s) \tilde{N}_2(\xi, s) J_0(\xi r) d\xi = p/s, \quad r < a \quad \forall t \geq 0 \]

\[ \int \hat{\varphi}_{21}(\xi, s) \tilde{N}_1(\xi, s) J_1(\xi r) d\xi + \int_{0}^{\infty} \hat{\varphi}_{31}(\xi, s) \tilde{N}_1(\xi, s) J_1(\xi r) d\xi + \int \hat{\varphi}_{32}(\xi, s) \tilde{N}_2(\xi, s) J_1(\xi r) d\xi + \frac{\sqrt{2} \pi}{r} \int_{0}^{r} \frac{d(\sqrt{p} \hat{\varphi}_3(\rho, s))}{d\rho} \frac{d\rho}{r(r^2 - \rho^2)^{1/2}} \]

(B.4)

\[ + \int_{0}^{\infty} \hat{\varphi}_{32}(\xi, s) \tilde{N}_2(\xi, s) J_1(\xi r) d\xi \]

The following integrals were used in the derivation of (B.2) - (B.4):

\[ \int_{0}^{\infty} J_0(\xi r) \cos(\xi \rho) d\xi = \begin{cases} (r^2 - \rho^2)^{-1/2} & 0 < \rho < r \\ 0 & \rho > r \end{cases} \]

(B.5)

\[ \int_{0}^{\infty} J_1(\xi r) \sin(\xi \rho) d\xi = \begin{cases} (\rho/r)(r^2 - \rho^2)^{-1/2} & 0 < \rho < r \\ 0 & \rho > r \end{cases} \]

(B.6)

Using the expressions for \( \tilde{N}_i(\xi, s); \quad i = 1, 2, 3 \), (B.2) - (B.4) can be inverted to

\[ \hat{\varphi}_1(\rho, s) + \frac{2}{\pi} \int_{0}^{\infty} \hat{\varphi}_{31}(\xi, s) \tilde{N}_1(\xi, s) \left[ \int_{0}^{\rho} r(\rho^2 - r^2)^{-1/2} J_0(\xi r) dr \right] d\xi \]

\[ + \frac{2}{\pi} \int_{0}^{\infty} \hat{\varphi}_{12}(\xi, s) \tilde{N}_2(\xi, s) \left[ \int_{0}^{\rho} r(\rho^2 - r^2)^{-1/2} J_0(\xi r) dr \right] d\xi \]

\[ + \frac{2}{\pi} \int_{0}^{\infty} \hat{\varphi}_{13}(\xi, s) \tilde{N}_3(\xi, s) \left[ \int_{0}^{\rho} r(\rho^2 - r^2)^{-1/2} J_0(\xi r) dr \right] d\xi \]

\[ = \frac{2\rho}{\pi} \left[ \int_{0}^{\rho} r(\rho^2 - r^2)^{-1/2} dr \right], \quad r < a \quad \forall t \geq 0 \]

(B.7)

\[ \hat{\varphi}_2(\rho, s) + \int_{0}^{\infty} \hat{\varphi}_{21}(\xi, s) \tilde{N}_1(\xi, s) \left[ \frac{d}{d\rho} \int_{0}^{\rho} r(u^2 - r^2)^{-1/2} J_0(\xi r) dr \right] d\xi \]

\[ + \int_{0}^{\infty} \hat{\varphi}_{22}(\xi, s) \tilde{N}_2(\xi, s) \left[ \frac{d}{d\rho} \int_{0}^{\rho} r(u^2 - r^2)^{-1/2} J_0(\xi r) dr \right] d\xi \]

\[ + \int_{0}^{\infty} \hat{\varphi}_{23}(\xi, s) \tilde{N}_3(\xi, s) \left[ \frac{d}{d\rho} \int_{0}^{\rho} r(u^2 - r^2)^{-1/2} J_0(\xi r) dr \right] d\xi \]

\[ = \frac{2\rho}{\pi} \left[ \frac{d}{d\rho} \int_{0}^{\rho} r(\rho^2 - r^2)^{-1/2} dr \right], \quad r < a \quad \forall t \geq 0 \]

(B.8)

\[ \sqrt{p} \hat{\varphi}_3(\rho, s) + \frac{2}{\pi} \int_{0}^{\infty} \hat{\varphi}_{31}(\xi, s) \tilde{N}_1(\xi, s) \left[ \int_{0}^{\rho} r^2(\rho^2 - r^2)^{-1/2} J_1(\xi r) dr \right] d\xi \]

\[ + \frac{2}{\pi} \int_{0}^{\infty} \hat{\varphi}_{32}(\xi, s) \tilde{N}_2(\xi, s) \left[ \int_{0}^{\rho} r^2(\rho^2 - r^2)^{-1/2} J_1(\xi r) dr \right] d\xi \]

\[ + \frac{2}{\pi} \int_{0}^{\infty} \hat{\varphi}_{33}(\xi, s) \tilde{N}_3(\xi, s) \left[ \int_{0}^{\rho} r^2(\rho^2 - r^2)^{-1/2} J_1(\xi r) dr \right] d\xi = 0. \quad r < a \quad \forall t \geq 0 \]

(B.9)

With the aid of the results

\[ \int_{0}^{\rho} r(\rho^2 - r^2)^{-1/2} J_0(\xi r) dr = \xi^{-1} \sin(\xi \rho). \]

(B.10)
\[
\int_0^\rho r(\rho^2 - r^2)^{-1/2}dr = \rho,
\]
(Eq. B.11)
\[
\int_0^\rho r^2(\rho^2 - r^2)^{-1/2}J_1(\xi r)dr = \sqrt{\frac{\pi}{2\xi}}\rho^{3/2}J_{3/2}(\xi \rho).
\]
(Eq. B.12)

Eqs. (B.7)–(B.9) can be written in the form of the system of Fredholm integral equations of the second kind given in (57)–(59). The kernel functions in these equations can be written as:
\[
\tilde{\Omega}_{11}(r, \rho, s) = \frac{2}{\pi} \int_0^\infty \tilde{\theta}_{11}(\xi, s) \sin(\xi r) \sin(\xi \rho) d\xi,
\]
(Eq. B.13)
\[
\tilde{\Omega}_{12}(r, \rho, s) = \frac{2}{\pi} \int_0^\infty \xi \tilde{\theta}_{12}(\xi, s) \sin(\xi r) \cos(\xi \rho) d\xi,
\]
(Eq. B.14)
\[
\tilde{\Omega}_{13}(r, \rho, s) = \frac{2}{\pi} \int_0^\infty \sqrt{\xi} \tilde{\theta}_{13}(\xi, s) \sin(\xi r)J_{3/2}(\xi \rho) d\xi,
\]
(Eq. B.15)
\[
\tilde{\Omega}_{21}(r, \rho, s) = \frac{2}{\pi} \int_0^\infty \tilde{\theta}_{21}(\xi, s) \cos(\xi r) \sin(\xi \rho) d\xi,
\]
(Eq. B.16)
\[
\tilde{\Omega}_{22}(r, \rho, s) = \frac{2}{\pi} \int_0^\infty \tilde{\theta}_{22}(\xi, s) \cos(\xi r) \cos(\xi \rho) d\xi,
\]
(Eq. B.17)
\[
\tilde{\Omega}_{23}(r, \rho, s) = \frac{2}{\pi} \int_0^\infty \frac{1}{\sqrt{\xi}} \tilde{\theta}_{23}(\xi, s) \cos(\xi r)J_{3/2}(\xi \rho) d\xi,
\]
(Eq. B.18)
\[
\tilde{\Omega}_{31}(r, \rho, s) = r \int_0^\infty \sqrt{\xi} \tilde{\theta}_{31}(\xi, s)J_{3/2}(\xi r) \sin(\xi \rho) d\xi,
\]
(Eq. B.19)
\[
\tilde{\Omega}_{32}(r, \rho, s) = r \int_0^\infty \xi^{3/2} \tilde{\theta}_{32}(\xi, s)J_{3/2}(\xi r) \cos(\xi \rho) d\xi,
\]
(Eq. B.20)
\[
\tilde{\Omega}_{33}(r, \rho, s) = r \int_0^\infty \xi \tilde{\theta}_{33}(\xi, s)J_{3/2}(\xi r)J_{3/2}(\xi \rho) d\xi.
\]
(Eq. B.21)

The expressions for the functions \(\tilde{\theta}_j(\xi, s)\) : \(i, j = 1 - 3\) can be found in the website.

The axial and shear stresses at the injection plane \(z = 0\), can be written as
\[
\tilde{\sigma}_2^{(1)}(r, 0, s) = \int_0^\infty \xi^2 \left\{ \tilde{\theta}_{11}(\xi, s) + \tilde{\theta}_{12}(\xi, s) + \tilde{\theta}_{13}(\xi, s) \right\} J_0(\xi r) d\xi \; : \; r < a \; ; \; \forall t \geq 0
\]
(Eq. B.22)
\[
\tilde{\sigma}_3^{(1)}(r, 0, s) = \int_0^\infty \xi^2 \left\{ \tilde{\theta}_{11}(\xi, s) + \tilde{\theta}_{12}(\xi, s) + \tilde{\theta}_{13}(\xi, s) \right\} J_1(\xi r) d\xi \; : \; r < a \; ; \; \forall t \geq 0
\]
(Eq. B.23)

Using the expressions for \(\tilde{N}_i(\xi, s)\) : \(i = 1, 2, 3\) and relations (B.5) and (B.6), (B.22) and (B.23) can be further reduced to the following form
\[
\tilde{\sigma}_2^{(1)}(r, 0, s) = \frac{-\tilde{\theta}_1(a, s)}{\sqrt{r^2 - a^2}} \; : \; r < a \; ; \; \forall t \geq 0
\]
(Eq. B.24)
\[
\tilde{\sigma}_3^{(1)}(r, 0, s) = \frac{-2a}{\pi} \frac{\tilde{\theta}_3(a, s)}{r \sqrt{r^2 - a^2}} \; : \; r < a \; ; \; \forall t \geq 0
\]
(Eq. B.25)

The expressions for the Mode I and Mode II stress intensity factors, for loading cases 1 and 2, can thus be given by the limits (60) and (61).

The crack opening displacement can be found by substituting the unknown functions \(A_1^{(1)}, B_1^{(1)}, ..., A_2^{(h)}\) in (37)-(40) and the transform expression for \(\tilde{u}_2^{(m)}(r, 0, t)\) : \(m = L, H\) in (14). Thus, the expression for the crack opening displacement corresponding to the Layer and the halfspace region can be obtained as:
\[
\tilde{u}_2^{(m)}(r, 0, s) = \int_0^\infty \xi \left[ \tilde{\gamma}_1^{(m)}(\xi, s) \tilde{N}_1(\xi, s) + \tilde{\gamma}_2^{(m)}(\xi, s) \tilde{N}_2(\xi, s) \\
+ \tilde{\gamma}_3^{(m)}(\xi, s) \tilde{N}_3(\xi, s) \right] J_0(\xi r) d\xi \; : \; r < a \; ; \; m = L, H
\]
(Eq. B.26)
where the functions \( \tilde{u}_1^{(m)}(\xi, s) \quad i = 1 - 3 \quad m = L, H \) can be found in the website.

Using the representations for \( \tilde{u}_i(\xi, s) \quad i = 1, 2, 3 \) in (B.26), \( \tilde{u}_2^{(L)}(r, 0, s) \) can be written in terms of \( \tilde{\phi}_1(\rho, s) \), \( \tilde{\phi}_2(\rho, s) \), and \( \tilde{\phi}_3(\rho, s) \) as:

\[
\tilde{u}_2^{(L)}(r, 0, s) = \int_0^a \left[ \tilde{\phi}_1(\rho, s)\tilde{\omega}_1^{(m)}(\rho, \rho, s) + \tilde{\phi}_2(\rho, s)\tilde{\omega}_2^{(m)}(\rho, \rho, s) + \tilde{\phi}_3(\rho, s)\tilde{\omega}_3^{(m)}(\rho, \rho, s) \right] d\rho \quad ; \quad r < a \quad m = L, H
\]

where

\[
\tilde{\omega}_1^{(m)}(\rho, \rho, s) = \int_0^\infty \tilde{\omega}_1^{(m)}(\xi, s) \sin(\xi \rho) j_0(\xi r) d\xi \quad ; \quad m = L, H
\]

\[
\tilde{\omega}_2^{(m)}(\rho, \rho, s) = \int_0^\infty \tilde{\omega}_2^{(m)}(\xi, s) \cos(\xi \rho) j_0(\xi r) d\xi \quad ; \quad m = L, H
\]

\[
\tilde{\omega}_3^{(m)}(\rho, \rho, s) = \int_0^\infty \xi^{1/2} \tilde{\omega}_3^{(m)}(\xi, s) j_{3/2}(\xi \rho) j_0(\xi r) d\xi \quad ; \quad m = L, H
\]

Thus, the crack volume for both loading cases can be obtained by integrating the relation for the crack opening displacements (B.27) along the crack face \((0, a)\) as in (52).
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