A Taylor–Galerkin approach for modelling a spherically symmetric advective–dispersive transport problem
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SUMMARY

This paper presents a numerical approach for examining a spherically symmetric advective–dispersive contaminant transport problem. The Taylor–Galerkin method that is based on an Euler time-integration scheme is used to solve the governing transport equation. A Fourier analysis shows that the Taylor–Galerkin method with a forward Euler time integration can generate an oscillation-free and non-diffusive solution for the pure advection equation when the Courant number satisfies the constraint \( Cr = 1 \). Such numerical advantages, however, do not extend to the advection–dispersion equation. Based on these observations, an operator-splitting Euler-integration-based Taylor–Galerkin scheme is developed to model the advection-dominated transport process for a problem that exhibits spherical symmetry. The spherically symmetric transport problem is solved using this approach and a conversion to a one-dimensional linear space with an associated co-ordinate transformation. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The study of the time- and space-dependent migration of contaminants in porous media is an important topic in geoenvironmental engineering, particularly for contaminant management and to assist in the decision-making process in endeavours such as groundwater remediation and soil clean-up [1, 2]. Although contaminant transport in porous media involves complex nonlinear processes, which are usually influenced by the complex mechanical behaviour of the porous medium, thermal effects and geochemical phenomena [3, 4], the simplest approach to the study of contaminant transport still relies on the conventional advection–dispersion (or diffusion) equation. The solution of practical problems dealing with such coupling effects invariably requires accurate
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and reliable computational approaches. In this context, finite element methods have been widely used to solve the advective–dispersive transport problem. The conventional Galerkin discretization is equivalent to the central difference approximation for the differential operator, and therefore, it is unconditionally unstable for the first-order hyperbolic problem in the sense that it introduces spurious oscillations or wiggles into the solution near high gradients. A solution that contains the sharp gradient or discontinuity is equivalent to the step wave. In the frequency domain, such step wave is composed of wave components of different frequencies and should include high-frequency wave components. If a numerical scheme is used to simulate the propagation of such a step wave, the amplitudes and phase velocities of the wave components (especially high-frequency wave components) of the step wave can be altered by the numerical scheme. Such alterations can make wave components possess different propagation velocities and propagation profiles, resulting in oscillations during the propagation of the step wave. From this point of view, Fourier analysis can provide an insight into numerical properties of the scheme in the frequency domain by illustrating the variation of the algorithmic amplitude and phase velocity of the scheme.

In the conventional finite element space employed in the Galerkin approach, a polynomial is used to construct the shape function and to interpolate the unknown variable over the computational domain. Such a polynomial space can interpret low-frequency wave components involved in the solution, which can be referred to as the resolvable coarse scales of the solution. It can, however, be inadequate for capturing the high-frequency wave components involved in a solution containing a discontinuity, which can be considered as the unresolvable fine-scales (or subgrid-scales) of solution. Therefore, the polynomial finite element space should be augmented by a higher-order function space. The space of the bubble function is one choice that can take into consideration such fine-scale effects in a solution. The bubble functions are typically higher-order polynomial functions which vanish on the elemental boundaries, and in this sense, they are referred to as the residual-free bubbles. Usually, the bubble functions are constructed by solving a certain element-level homogeneous Dirichlet boundary value problem, and therefore, this approach requires a greater computational effort.

Another approach for taking into account such fine-scale effects involved in a solution is to consider its effect on the coarse scale of the solution in the normal polynomial finite element space by means of an elemental Green’s function, which results in the addition of a stabilization term to the standard weighted residual integral form of the Galerkin method for the advection–dispersion equation. Since the coarse-scale of the solution in the normal finite element space is of more interest for most engineering applications, this approach has been considered for over three decades, and many stabilized semi-discrete finite element methods, such as the streamline upwind Petrov–Galerkin method, the least-squares method and the Taylor–Galerkin method, follow the general stabilized weighted residual integral form led by the multi-scale concept and the elemental Green’s function approach mentioned above. The differences in these stabilized finite element methods are due to the different definitions of the stabilized parameter involved. The stabilized parameter can be determined by a Fourier analysis such that the stabilized finite element method has an optimal performance for the transport equation.

In this paper, a Fourier analysis is used to investigate the numerical performance of a Taylor–Galerkin method with an Euler time-integration scheme that is used to solve the advection–dispersion equation. Based on this investigation, an operator-splitting approach is proposed for modelling a spherically symmetric advection-dominated contaminant transport problem. The structure of the paper is described as follows: Section 2 gives the formulation of the contaminant transport problem referred to a spherically symmetric co-ordinate system. Section 3

describes the Euler–Taylor–Galerkin (ETG) method for examining the classical advection–dispersion equation. A Fourier analysis presented in Section 4 shows that the ETG scheme can provide an accurate solution of the advection equation with a Courant number criterion $C_r = 1$, but such a numerical advantage does not extend to the solution of the advection–dispersion equation. The numerical computations presented in Section 5 confirm the results of the Fourier analysis. Section 6 presents an operator-splitting ETG scheme for modelling the advection-dominated transport from a spherical cavity in a fluid saturated isotropic porous region. In this modelling, a co-ordinate transformation is used to reduce the spherically symmetric problem to an alternative spatially one-dimensional formulation, which is solved using the ETG scheme.

2. SPHERICALLY SYMMETRIC CONTAMINANT TRANSPORT

Attention is focused on the advective–dispersive contaminant transport problem referred to a spherical cavity of radius $a (a > 0)$ located in an isotropic fluid-saturated porous region (Figure 1). For incompressible fluid flow, the partial differential equation governing the spherically symmetric contaminant transport has the form

$$\frac{\partial C}{\partial t} + v_R \frac{\partial C}{\partial R} - D \nabla^2_R C = 0 \quad (1)$$

where $C(R, t)$ is the scalar concentration of the contaminant; $R$ is the spherical polar co-ordinate; $t$ is time; $v_R$ is the averaged advective flow velocity in the pore space along the radial direction; $D$ is the hydrodynamic dispersion coefficient; $\nabla^2_R$ is Laplace’s operator defined by $\nabla^2_R = \partial^2/\partial R^2 + 2/R \partial/\partial R$.

Figure 1. A schematic drawing of the contaminant transport from a spherical cavity for deep geological disposal of hazardous chemicals.
The last term in the left-hand side of (1) corresponds to the dispersion along the spherically radial direction. In addition to the governing equation, the contaminant movement in an extended porous medium \( R \in (a, \infty) \) is subject to the following boundary and the regularity conditions

\[
C(a, t) = C_0 H(t); \quad C(\infty, t) \to 0
\]

(2)
as well as the initial condition

\[
C(R, 0) = 0; \quad R \in [a, \infty)
\]

(3)

In (2), \( C_0 \) is a constant chemical concentration and \( H(t) \) is a Heaviside function.

The radial flow velocity \( v_R \) can be determined from the flow potential \( \phi_p \) and Darcy’s law. For spherically symmetric incompressible flow in a rigid porous medium, the flow potential \( \phi_p \) satisfies Laplace’s equation

\[
\frac{d^2 \phi_p}{dR^2} + \frac{2}{R} \frac{d\phi_p}{dR} = 0
\]

(4)

If the medium containing the spherical cavity is unbounded, the appropriate boundary and regularity conditions for \( \phi_p \) are

\[
\phi_p(a) = \phi_0; \quad \phi_p(\infty) \to 0
\]

(5)

Therefore, the steady radial flow velocity can be determined as

\[
v_R = -k \frac{d\phi_p}{dR} = k \frac{a \phi_0}{R^2}
\]

(6)

where \( k \) is the Dupuit–Forchheimer hydraulic conductivity that is related to the conventional area-averaged hydraulic conductivity \( \tilde{k} \) by the relation \( k = \tilde{k}/n^* \) and \( n^* \) is the porosity of the porous medium. We should note that the advective velocity \( v_R \) is finite and bounded for any three-dimensional domain \( a \leq R < \infty \), where \( a \) is a finite length parameter.

3. NUMERICAL FORMULATION

3.1. Stabilized weighted residual form

The basic approach for developing a stabilized finite element method is to add a perturbation to the standard weighting function to account for the fine scales involved in the solution. The addition of such a perturbation term is equivalent to adding a stabilization term to the weighted residual integral form of the advection–dispersion equation (1) [16], i.e.

\[
\int_V w L(C^h) \, dV + \sum_{e=1}^{n_{el}} \int_{V_e} \ell(w) \tau L(C^h) \, dV = 0
\]

(7)

where \( L = \partial / \partial t + v_R \partial / \partial R - D \nabla^2_R; \) \( w \) and \( C^h \) are, respectively, the weighting function and trial solution on the elemental space \( \bigcup_{e=1}^{n_{el}} V_e \), \( n_{el} \) is total number of elements, \( \tau \) is a matrix of stabilized parameters (called the intrinsic time) with dimension of time [21] and \( \ell \) is a typical differential operator applied to the test function. Different definitions of the intrinsic time and
different forms of the differential operator $\ell$ will lead to different stabilized numerical schemes for the advection-dispersion equation (1), such as the streamline upwind Petrov–Galerkin method [17] and the least-squares method [18].

It should be noted that the integrals involved in the stabilized residual integral form (7) are defined in relation to the spherical co-ordinate system $(R, \phi, \theta)$. Due to spherical symmetry of (1), these integrals are performed over the cubic space $R^3$ as follows:

$$\int_V F(R) \, dV = \int_0^{2\pi} \int_0^\pi \int_0^\infty F(R) R^2 \sin \phi \, dR \, d\phi \, d\theta = 4\pi \int_0^\infty F(R) \, d\left(\frac{R^3}{3}\right)$$  \hspace{1cm} (8)

where $F(R)$ represents the integral functions in (7). These integrals over the cubic space $R^3$ can be converted to linear integrals using the co-ordinate transformation

$$x = R^3/3$$  \hspace{1cm} (9)

Using (9), the spherically symmetric advection–dispersion equation (1) can be transformed to its counterpart expressed by a one-dimensional rectangular Cartesian co-ordinate $x$ as follows:

$$\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} - D(3\sqrt{3x}) \left( 2 \frac{\partial^2 C}{\partial x^2} + x \frac{\partial^4 C}{\partial x^4} \right) = 0$$  \hspace{1cm} (10)

where $u = R^2 v_R = k_0 a$ is the transformed advective flow velocity that is constant only in the case of spherical symmetry. The last term in the left-hand side of (10) represents the spherically radial dispersion. It is evident from (10) that the spherically symmetric advective–dispersive transport problem governed by (1) can be computed in the one-dimensional space referred to the Cartesian co-ordinate $x$.

3.2. The Euler–Taylor–Galerkin method

A specific expression for the stabilized residual integral form can be derived from a Taylor–Galerkin method with Euler time integration scheme [19] for the classical advection–dispersion equation

$$\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} - D \frac{\partial^2 C}{\partial x^2} = 0$$  \hspace{1cm} (11)

The basic concept underlying the Euler scheme based Taylor–Galerkin method originates from the Lax–Wendroff finite difference scheme [22] in which a forward time Taylor series expansion of the unknown variable is used in Euler discretization of the temporal derivative of the advection–dispersion equation to obtain a greater accuracy in time, i.e.

$$C^{n+1} = C^n + \frac{\partial C}{\partial t} \Delta t + \frac{1}{2} \frac{\partial^2 C}{\partial t^2} \Delta t^2 + \frac{1}{6} \frac{\partial^3 C}{\partial t^3} \Delta t^3 + O(\Delta t^4)$$  \hspace{1cm} (12)
Assuming that the differentiation with respect to \( x \) and \( t \) commute, successive differentiations of (11) give

\[
\frac{\partial^2 C}{\partial t^2} = u^2 \frac{\partial^2 C}{\partial x^2} - 2u D \frac{\partial^3 C}{\partial x^3} + D^2 \frac{\partial^4 C}{\partial x^4} \tag{13a}
\]

\[
\frac{\partial^3 C}{\partial t^3} = u^2 \frac{\partial^2 C}{\partial x^2} \frac{\partial^2 C}{\partial t^2} - \left( 2u D \frac{\partial^3 C}{\partial x^3} - D^2 \frac{\partial^4 C}{\partial x^4} \right) \frac{\partial C}{\partial t} \tag{13b}
\]

Combining (12) with (13) and omitting terms of spatial derivatives higher than the third order, we obtain a stabilized equation with Euler (forward) time marching scheme as follows [20]:

\[
\left( 1 - \frac{\Delta t^2}{6} u^2 \frac{\partial^2 C}{\partial x^2} \right) \frac{C^{n+1} - C^n}{\Delta t} + u \frac{\partial C^n}{\partial x} = \frac{\Delta t}{2} u^2 \frac{\partial^2 C^n}{\partial x^2} + D \frac{\partial^2 C^n}{\partial x^2} \tag{14}
\]

Equation (14) shows that the additional terms of the Taylor series introduces not only an artificial diffusion term (the last term on the right-hand side of the equation) but also an artificial advection term (the second term in the bracket with the Euler time-integration scheme on the left-hand side of the equation) to the original advection–dispersion equation. Applying the standard Galerkin scheme with linear elements to (14) gives a weak form of the ETG method for the advection–dispersion equation (11) as follows:

\[
\int_V \left[ w + \frac{\Delta t^2}{6} u^2 \frac{\partial^2 C}{\partial x^2} \right] \frac{C^{n+1} - C^n}{\Delta t} + u \frac{\partial C^n}{\partial x} + \int_V \left[ w u + \left( \frac{\Delta t}{2} u^2 + D \right) \frac{\partial w}{\partial x} \right] \frac{\partial C^n}{\partial x} \, dx = 0 \tag{15}
\]

It should be noted from the integral form (15) that the stabilized terms corresponding to the artificial advection and artificial diffusion terms in (14) can be introduced by adding a perturbation term to the standard Galerkin weighting function, and the perturbation for the temporal term is different from that for the spatial term of the governing equation. The effect of the stabilized terms on the numerical performance of the resulting ETG method for the advection–dispersion equation can be investigated by a Fourier analysis.


The finite difference stencil of (15) with a piecewise linear element of length \( h \) can be written as

\[
C_j^{n+1} = C_j^n + \Delta t A^n C_j^n \tag{16}
\]

where \( A = A^{-1}_1 \cdot A_2 \) and \( A_i (i = 1, 2) \) are the spatial discrete operators defined by

\[
A_1 = \frac{1}{6} (C_{j-1} + 4C_j + C_{j+1}) - \frac{\Delta t^2 u^2}{6h^2} (C_{j-1} - 2C_j + C_{j+1}) \tag{17a}
\]

\[
A_2 = -\frac{u}{2h} (C_{j+1} - C_{j-1}) + \frac{1}{h^2} \left( \frac{\Delta t u^2}{2} + D \right) (C_{j-1} - 2C_j + C_{j+1}) \tag{17b}
\]
The harmonic solution of (16) can be written as

\[
C^n_j = C(x_j, t_n) = \exp[i\omega x_j - \gamma^n h t_n] = \exp[-\gamma^n h t_n] \exp \left[ i\omega \left( x_j - \frac{\Omega^h}{\omega} t_n \right) \right]
\]

(18)

where \( h = x_{j+1} - x_j \) is the spatial increment, \( \Delta t = t^{n+1} - t^n \) is the temporal increment, \( \omega \) is the spatial wave number, \( \gamma = \varepsilon^h + i\Omega^h \) determines the temporal evolution of the solution, \( \varepsilon^h \) and \( \Omega^h \) are, respectively, the numerical damping coefficient and the wave frequency corresponding to the spatial increment \( h \). Substituting (18) into (16) gives

\[
[\varepsilon^h e^{-i\Omega^h \Delta t}] C^n_j = z(\omega) C^n_j
\]

(19)

where \( z(\omega) \) is the spectral function of the numerical operator presented in (16), defined as follows:

\[
z(\omega) = \frac{[2 + \cos(\omega h)] - 2\text{Cr}[Cr + 3\text{Pe}^{-1}][1 - \cos(\omega h)] - i3\text{Cr} \sin(\omega h)}{[2 + \cos(\omega h)] + \text{Cr}^2[1 - \cos(\omega h)]}
\]

(20)

In (20), \( \text{Cr} = u\Delta t/h \) is the Courant number and \( \text{Pe} = u h/D \) is the Péclet number. From (19) and (20), the amplification factor \( \varepsilon^h \) and relative phase velocity \( u^*/u \) of the ETG method for the advection-dispersion equation can be determined as follows:

\[
\varepsilon^h = |z(\omega)| = \sqrt{\left( [2 + \cos(\omega h)] - 2\text{Cr}(Cr + 3\text{Pe}^{-1})(1 - \cos(\omega h)) \right)^2 + 9\text{Cr}^2 \sin^2(\omega h)}
\]

\[
\frac{u^*}{u} = \frac{\Omega^h}{\omega} = -\frac{\arg(z(\omega))}{\omega \Delta t} = \frac{1}{\text{Cr} \omega h} \tan^{-1} \left( \frac{3\text{Cr} \sin(\omega h)}{[2 + \cos(\omega h)] - 2\text{Cr}[Cr + 3\text{Pe}^{-1}][1 - \cos(\omega h)]} \right)
\]

(21)

(22)

It is evident from the definitions shown in (21) and (22), that the Courant number and the Péclet number have an influence on the amplification factor and the relative phase velocity of the ETG method for the advection-dispersion equation.

When \( D = 0 \) (or \( \text{Pe}^{-1} = 0 \)), Equations (21) and (22) represent the variations of the amplification factor \( \varepsilon^h \) and the relative phase velocity \( u^*/u \) of the ETG method for the advection equation with the dimensionless wave number \( \omega h \) and the Courant number \( \text{Cr} \), which are shown in Figure 2. It should be noted from Figure 2 that when \( \text{Pe}^{-1} = 0 \) and \( \text{Cr} = 1 \), both \( \varepsilon^h \) and \( u^*/u \) of the ETG method for the advection equation are equal to unity for all \( \omega h \). In fact, keeping \( \text{Pe}^{-1} = 0 \) and \( \text{Cr} = 1 \) in (21) and (22) gives

\[
\varepsilon^h \big|_{\text{Pe}^{-1}=0, \text{Cr}=1} = 1
\]

\[
\frac{u^*}{u} \big|_{\text{Pe}^{-1}=0, \text{Cr}=1} = 1
\]

(23)

(24)

It follows from (23) and (24) that when \( \text{Pe}^{-1} = 0 \) and \( \text{Cr} = 1 \), no errors will be introduced in \( \varepsilon^h \) and \( u^*/u \) of the ETG method for the advection equation for all \( \omega h \), and all wave components
Figure 2. The variations of the amplification factor and relative phase velocity of the ETG method for the advection equation with $\omega h$ and $Cr$: (a) amplification factor; and (b) relative phase velocity.

Figure 3. The variations of the amplification factor and the relative phase velocity of the ETG method for the advection–dispersion equation with $\omega h$ and $Cr$ corresponding to $Pe = 50$: (a) amplification factor; and (b) relative phase velocity.

included in the solution will therefore travel at the same speed and without the distortion. This implies that the ETG method can generate an accurate solution for the advection equation when the Courant number $Cr$ is unity.

This numerical advantage of the ETG method does not extend for the advection–dispersion equation. Figure 3 illustrates the variations of $\xi^h$ and $u^*/u$ of the ETG method for the advection–dispersion equation over the plane of $\omega h$ vs $Cr$ corresponding to $Pe = 50$. It is shown from Figure 3 that $\xi^h \equiv 1$ and $u^*/u \equiv 1$ are no longer satisfied for all the dimensionless wave numbers in $[0, \pi]$ under the condition $Cr = 1$. The fact that amplification factor is greater than unity for certain dimensionless wave numbers will make the numerical scheme unstable in the vicinity of the discontinuity of the solution.
5. NUMERICAL ANALYSES

Above observations can be confirmed by numerical evaluations of a one-dimensional linear advective and advective–dispersive transport of a step wave with an advective flow velocity $u = 0.5 \text{ m/s}$. The computational domain is taken as $[0, 30 \text{ m}]$, and it is discretized into 60 elements with an identical elemental length of $h = 0.5 \text{ m}$. Both transport problems have an initial condition of $C = 0$ over the domain, and they are subject to a Dirichlet boundary condition of $C|_{x=0} = 1$ and a Neumann boundary condition of $\partial C/\partial x|_{x=30} = 0$ at the left and right sides of the domain, respectively. First, the ETG method is used to model the advective transport process. Two time steps, $\Delta t = 0.5$ and $1.0 \text{ s}$, are chosen such that the Courant number is equal to $\frac{1}{2}$ and 1 based on the elemental length and the magnitude of the flow velocity. Figure 4 illustrates the computational results for the concentration as the function of the spatial and temporal variables, obtained from the ETG method, corresponding to two different Courant number conditions, i.e. $Cr = \frac{1}{2}$ and 1. From Figure 4, it is evident that the ETG method introduces oscillations into the solution in the vicinity of its the discontinuity for $Cr = \frac{1}{2}$, but it can generate an oscillation-free and non-diffusive solution for advection equation under the condition of $Cr = 1$ because of (23) and (24).

Next, the ETG method is used to simulate an advective–dispersive transport process with a dispersion coefficient $D = 0.005 \text{ m}^2/\text{s}$, giving a Péclet number $Pe = uh/D = 50$ with the same advective flow velocity and using the domain discretization described previously. Again, two time steps, $\Delta t = 0.5$ and $1.0 \text{ s}$, are adopted during the computation to obtain two Courant number conditions, i.e. $Cr = \frac{1}{2}$ and 1. Figure 5 shows the numerical results of this advective–dispersive transport process obtained from the ETG method corresponding to the two Courant number conditions stated above. As expected, severe oscillations are introduced into the solution near its high gradient by the ETG method under the condition of $Cr = 1$ (Figure 5(b)). Such an instability in the computational scheme is due to the fact $\zeta > 1$ for certain $\omega h \in [0, \pi]$ with the condition $Cr = 1$. It can be seen from Figure 2(a) that in order to make the ETG scheme stable, the Courant number should be kept less than unity. However, the fact that the amplitude factor is smaller than unity implies that the artificial diffusion will be introduced into the solution by the numerical scheme (see Figure 5(a)). In this case, the numerical oscillations are also introduced by the scheme due to
Figure 5. Numerical results for the one-dimensional advective–dispersive transport problem obtained from the ETG method corresponding to two different Courant numbers: (a) \( Cr = 0.5 \); and (b) \( Cr = 1.0 \).

the discrepancy between the phase velocity and advective flow velocity for \( Cr = \frac{1}{2} \) shown in Figure 2(b).

6. THE OPERATOR-SPLITTING SCHEME FOR THE SPHERICALLY SYMMETRIC TRANSPORT

6.1. The operator-splitting procedure

The fact that the ETG scheme gives accurate solutions for the advection equation and unstable solutions for the advection–dispersion equation indicates that an operator-splitting procedure needs to be coupled with the ETG scheme to develop an accurate solution for the advection–dispersion equation [23]. Figure 6 illustrates the oscillation-free and non-diffusive numerical solutions, obtained from the operator-splitting ETG scheme, for the one-dimensional advective–dispersive transport process considered in the previous section. In this computation, the advective–dispersive transport is separated into the dispersive part that is solved using the conventional Galerkin method, and advective part that is solved by the ETG method.

Such an operator-splitting numerical scheme can be used to simulate an advection-dominated transport problem from a spherical cavity, which is described by (1)–(3) and (6). In order to utilize the numerical advantage of the ETG method for the advection equation, the spherically symmetric transport problem is computed in the one-dimensional linear space \( x \) with the application of the co-ordinate transformation (9), and the transformed transport process is governed by Equation (10). In the operator-splitting modelling, the initial condition of \( C \) is transformed into the linear space \( x \) with the co-ordinate transformation (9), and the approximation \( C_n^{n+1} \) of the transformed transport process at \( t = (n + 1)\Delta t \) is solved in the following two steps: the dispersive process defined by

\[
\frac{\partial C_d}{\partial t} - D(3^{\frac{3}{2}}) \left( 2 \frac{\partial C_d}{\partial x} + x \frac{\partial^2 C_d}{\partial x^2} \right) = 0
\]

\[
C_d |_{t=n\Delta t} = C^n
\]

Copyright © 2006 John Wiley & Sons, Ltd.
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Figure 6. Numerical results obtained from the operator-splitting ETG method for one-dimensional advective–dispersive transport problems with $D = 0.005 \, \text{m}^2/\text{s}$.

and the advective process defined by

$$\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} = 0$$

$$C|_{t=n\Delta t} = C_d$$

(26)

where $C^n$ is the approximation of $C$ at $t = n\Delta t$. It should be noted that since $x > a^3/3$ and $a > 0$, the equation in (25) is parabolic dominant when the spatial discretization is properly chosen. The dispersive process (25) is solved by the conventional Galerkin method, and the advective process (26) is solved by the ETG method. The final results are transformed to the original spherical polar co-ordinate system $R$ with the inverse transformation of (9), i.e. $R = \sqrt[3]{3x}$.

6.2. Numerical computations

For the purpose of validation, a spherically symmetric advective transport problem from a spherical cavity will be examined first without considering the contribution from the hydrodynamic dispersion. The contaminant is released from the spherical cavity and transported through a fluid saturated porous region with an established steady radial flow field defined by (6). The spherical cavity has a radius of $a = 3 \, \text{m}$ and the Dupuit-Forchheimer hydraulic conductivity of the porous medium is $k = 0.03 \, \text{m}/\text{day}$. The boundary of the cavity is subject to a flow potential of $\phi_p(a) = 100 \, \text{m}$ and a concentration of $C(a, t) = 1$. The exact closed-form analytical solution for the spherically symmetric advective transport in a porous medium of infinite extent was given by Selvadurai [24] and takes the form

$$\frac{C(R, t)}{C_0} = H[1 - \lambda(\rho)]$$

(27)
Figure 7. The analytical and numerical solutions of the spherically symmetric advective transport problem with a stationary flow field during a 100 day period: (a) analytical solution; and (b) numerical solution.

where

\[
\lambda(\rho) = \frac{a^2}{3 \phi_0 k} [\rho^3 - 1]; \quad \rho = \frac{R}{a}
\]

Figure 7(a) shows the results obtained from the analytical solution (27) over a 100-day period.

In the numerical computations, the porous medium of infinite extent is represented by a finite region \(a \leq R \leq b\) and \(b = 30\) m. A homogeneous Neumann boundary condition is applied on outer boundary, i.e. \(\frac{\partial C}{\partial R}|_{R=b} = 0\), to replace the regularity condition at the infinite location. The ETG method along with the use of the co-ordinate transformation (9) is used to model this spherically symmetric advective transport problem. It should be noted that the radial flow velocity (6) has a strong spatial dependency, but such dependency is eliminated in the linear space \(x\) through the use of the co-ordinate transformation (9). Since the transformed flow velocity \(u\) is a constant, the time step is chosen based on the Courant number criterion \(Cr = 1\) during the computations in the one-dimensional linear space \(x\). The corresponding computational results for the spherically symmetric advective transport problem are shown in Figure 7(b). From Figure 7, it is evident that the piecewise element in linear space \(x\) is refined at far field in the original spherical polar co-ordinate \(R\), where the magnitude of the flow velocity is smaller. Figure 8 indicates the comparison of migration of the discontinuous edge of the contaminant concentration with time along the radial direction, as obtained from the ETG scheme and that obtained from the analytical solution (27). In Figure 8, \(R_1\) and \(R_2\) represent the near and far ends of the element where the discontinuity of the solution is located, and therefore they approach each other when the element size decreases.

Next, the above contaminant transport process with the consideration of both advective and dispersive contributions from the spherical cavity in the spherically symmetric homogeneous porous region is computed by the operator-splitting ETG modelling described in the previous section. The dispersion coefficient is assumed to be \(D = 0.05\) m\(^2\)/s, and the other parameters and boundary conditions related to the transport process are kept the same as ones defined previously. The time step is chosen based on the Courant number criterion \(Cr = 1\) in the linear space \(x\). The corresponding oscillation-free computational results are shown in Figure 9, which indicate the
accuracy and efficiency of the proposed operator-splitting ETG scheme for solving the spherically symmetric advection-dominated transport problem.

7. CONCLUSIONS

An operator-splitting Euler–Taylor–Galerkin (ETG) method is used to develop an oscillation-free and non-diffusive computational solution for the advective–dispersive migration of a contaminant
from a spherical source in a homogeneous fluid-saturated porous region. A Fourier analysis of the ETG method for the classical advection–dispersion equation is used as the justification for the development of an operator-splitting approach. It is shown from the Fourier analysis that the ETG scheme can give an oscillation-free and non-diffusive solution for the advection equation when the Courant number $Cr = 1$, but such numerical advantage does not extend to the advection–dispersion equation. This conclusion is verified by the numerical computations of advection and advection–dispersion problems involving a migrating front with a discontinuous leading edge. Based on this observation, an operator-splitting ETG scheme has been developed for modelling the spherically symmetric advective–dispersive transport problem in a porous medium containing a cavity. In the numerical modelling, a co-ordinate transformation is applied to spherically symmetric transport equation to generate a one-dimensional advection–dispersion equation with a constant advective velocity for the purpose of using the numerical advantage of the ETG method for the one-dimensional advection equation. Computational results derived from the operator-splitting ETG method compare closely with a known exact closed-form analytical solution.
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