Long-term SPI drought forecasting in the Awash River Basin in Ethiopia using wavelet neural network and wavelet support vector regression models
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1. Introduction

Drought, which occurs when there is a deficit in precipitation compared to the long-term average, has many impacts. Of all the extreme climate induced events, droughts have the most complex consequences, mainly due to the difficulty in identifying their inception and their end (Wilhite, 1993). In addition, droughts impact a wide range of geographic areas. Globally, 22% of the economic damage caused by natural disasters and 33% of the damage in terms of the number of persons affected can be attributed to drought (Keshavarz et al., 2013). The impacts of drought are more severe in sub-Saharan Africa, where rain-fed agriculture comprises 95% of all agriculture. This dependence of rain-fed agriculture leaves sub-Saharan Africa vulnerable to the impacts of drought. For example, in 2009, poor rainfall led to increased droughts and an increase of 53 million food insecure people in the region (Husak et al., 2013).

Due to a slow evolution in time, drought is often a phenomenon whose consequences take a significant amount of time with respect to its inception to be perceived by the socio-economic sector (Cancelliere et al., 2007b). This feature allows for the mitigation of some of the impacts of drought, provided there is an effective monitoring system to provide information to decision makers. Effective monitoring of droughts can significantly help early warning systems. In sub-Saharan Africa, effective rainfall monitoring contributes to the allocation of aid during periods of drought (Husak et al., 2013). An important aspect of drought monitoring and the development of an early warning system is the ability to effectively forecast future drought events. Forecasting future drought events in a region is very important for finding sustainable solutions to water management and risk assessment of drought occurrences (Bordi and Sutera, 2007).

Drought forecasts can be done using either physical/conceptual or data driven models. While physical/conceptual models are good at providing insight into catchment processes, they have been criticised for being difficult to implement for forecasting applications, requiring many different types of data and resulting in models that are overly complex (Beven, 2006). In contrast, data driven models have minimum information requirements, rapid development times, and have been found to be accurate in various hydrological forecasting applications (Adamowski, 2008).

Data driven stochastic models have traditionally been used for drought forecasting. Autoregressive integrated moving average
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models (ARIMA) (Mishra and Desai, 2005, 2006; Mishra et al., 2007; Han et al., 2010) have been the most widely used stochastic models for hydrologic drought forecasting. Stochastic models are linear models and are limited in their ability to forecast non-linear data. To effectively forecast non-linear data, researchers in the last two decades have increasingly begun to utilize artificial neural networks (ANNs) to forecast hydrological data. ANNs have been used in a number of studies as a drought forecasting tool (Mishra and Desai, 2006; Morid et al., 2007; Bacani et al., 2008; Barros and Bowden, 2008; Cutore et al., 2009; Karamouz et al., 2009; Marj and Meijerink, 2011; Mishra and Nagarajan, 2012).

Along with ANN models, Support Vector Machines (SVMs) are a machine learning technique that has become increasingly popular in hydrologic forecasting. SVMs can be divided into two main techniques, the Support Vector Classification (SVC) and Support Vector Regression (SVR), which address problems of classification and regression, respectively (Gao et al., 2001). There are several studies where SVR was used in hydrological forecasting. Khan and Cimel (2009) found that a SVR model performed better than ANNs in 3–12 month predictions of lake water levels. Kisi and Cimen (2009) used SVRs to estimate daily evaporation. A study by Belayneh and Adamowski (2012) used SVR models to forecast the SPI in the Awash River Basin. The research presented in the current paper complements the Belayneh and Adamowski (2012) study by forecasting the SPI over a larger selection of stations in the same area, and by coupling, for the first time, SVR models with wavelet transforms.

The ability of these machine learning techniques (i.e. ANNs and SVRs) to forecast non-stationary data is limited. To overcome this limitation, wavelet analysis has begun to be explored in hydrologic forecasting. Wavelet transforms are often used as a data pre-processing tool in order to reveal aspects of a time series that other signal processing techniques cannot. Wavelet analysis has been applied to examine rainfall-runoff relationships in Karstic watersheds (Labat et al., 1999), to evaluate rainfall-runoff models (Lane, 2007), to forecast river flow (Adamowski, 2008; Adamowski and Sun, 2010), to forecast groundwater levels (Adamowski and Chan, 2011), to forecast urban water demand (Adamowski et al., 2012) and for the purposes of drought forecasting (Kim and Valdes, 2003; Ozger et al., 2012; Mishra and Singh, 2012; Belayneh and Adamowski, 2012).

The main objective of the current study is to compare the effectiveness of machine learning methods (in this case the ANN and SVR methods) as well as machine learning methods pre-processed with wavelet transforms (WA-ANN and WA-SVR models), for long-term drought forecasting in arid regions (in this case the Awash River Basin of Ethiopia). All these methods were compared to a traditional stochastic method (ARIMA model), which was used for comparative purposes (to compare the performance of the newer methods with a widely used traditional method). The standardized precipitation index (SPI), a meteorological drought index, was the drought index forecasted in this study, as it is a good indicator of the variability of East African droughts (Ntale and Gan, 2003). SPI 12 and SPI 24 were forecast for lead times of 6 and 12 months; SPI 12 and SPI 24 are good indicators of long-term drought conditions. The coupling of wavelet transforms with SVR models for the purpose of forecasting the SPI has not been explored to date in the literature.

2. The Standardized Precipitation Index

The Standardized Precipitation Index (SPI) was developed by McKee et al. (1993). The SPI is a meteorological drought index as it is based solely on precipitation data. Two main advantages arise from the use of the SPI index. First, as the index is based on precipitation alone its evaluation is relatively easy (Cacciamani et al., 2007). Second, the index makes it possible to describe drought on multiple time scales (Tsakiris and Vangelis, 2004; Mishra and Desai, 2006; Cacciamani et al., 2007). The SPI can only be computed when a sufficiently long (at least 30 years) and possibly continuous time-series of monthly precipitation data is available (Cacciamani et al., 2007). SPI calculation begins by selecting a suitable probability density function to describe the precipitation data (Cacciamani et al., 2007). The cumulative probability of an observed precipitation amount is computed after an appropriate density function is chosen. The inverse normal (Gaussian) function is then applied to the probability (Cancelliere et al., 2007a). For each rainfall gauge in this study the gamma distribution function was selected to fit the rainfall data. Alternatively, a lognormal or an exponential distribution can be used to model the precipitation. In this paper, we followed Edossa et al. (2010) on selecting the gamma distribution function to fit the rainfall data. Detailed computation of the SPI can be found in Cacciamani et al. (2007).

The SPI is a z-score and represents an event departure from the mean, expressed in standard deviation units. The SPI is a normalized index in time and space and this feature allows for the comparison of SPI values among different locations. SPI values can be categorized according to classes (Cacciamani et al., 2007). Normal conditions are established from the aggregation of two classes: $1 < SI < 0$ (mild drought) and $0 < SI < 1$ (slightly wet). SPI values are positive or negative for greater or less than mean precipitation, respectively. Variance from the mean is a probability indication of the severity of the flood or drought that can be used for risk assessment (Morid et al., 2006). The more negative the SPI value for a given location, the more severe the drought. The time series of the SPI can be used for drought monitoring by setting application-specific thresholds of the SPI for defining drought beginning and ending times. Accumulated values of the SPI can be used to analyze drought severity. In this study, the SPI_SL_6 program developed by the National Drought Mitigation Centre, University of Nebraska-Lincoln, was used to compute time series of drought indices (SPI) for each station in the basin and for each month of the year at different time scales. A drought event occurs at the time when the value of the SPI is continuously negative; the event ends when the SPI becomes positive. Even though the SPI is a meteorological drought index, it can be used to interpret different aspects of drought. This study only forecast SPI 12 and SPI 24, which are tied to long-term drought conditions, which is the focus of this study. This study was interested in providing information about drought conditions that affect streamflow, groundwater or other hydrological systems within the Awash River basin. Shorter SPI runs, such as SPI 3 and SPI 6, are representative of agricultural drought conditions, which are measured by a deficit in soil moisture content (Mishra and Desai, 2006).

3. Awash River Basin

In this study, the SPI was forecast in the Awash River Basin of Ethiopia (Fig. 1). Forecasts were made and compared for twelve stations within the basin. Drought is a common occurrence in the Awash River Basin (Edossa et al., 2010), and with approximately 90% of the population engaged in agricultural activities the area is especially vulnerable to the effects of drought (Desalegn et al., 2006). The heavy dependence of the population on rain-fed agriculture has made the people and the country’s economy extremely vulnerable to the impacts of droughts. Current monthly and seasonal drought forecasts are done using the normalized difference vegetation index (NDVI). While the NDVI is an effective drought index, it is sensitive to changes in vegetation and has limitations in areas where vegetation is minimal. Forecasts of SPI
in this case SPI 12 and SPI 24) are not dependent on vegetative cover and can be used as another tool for drought forecasts within the basin and the country as a whole to complement the NDVI forecasts.

The mean annual rainfall of the basin varies from about 1600 mm in the highlands to 160 mm in the northern point of the basin. The total amount of rainfall also varies greatly from year to year, resulting in severe droughts in some years and flooding in others. The total annual surface runoff in the Awash Basin amounts to some $4900 \times 10^6$ m$^3$ (Edossa et al., 2010). Effective forecasts of the SPI can be used for mitigating the impacts of hydrological drought that manifests as a result of rainfall shortages in the area.

The climate of the Awash River Basin varies between a mild temperate climate in the Upper Awash sub-basin to a hot semi-arid climate in both the Middle and Lower sub-basins. The Awash River Basin supports farming, from the growth of lowland crops such as maize and sesame to pastoral farming practices. Rainfall records from 1970 to 2005 were used to generate SPI 12 and SPI 24 time series from each station. Descriptive statistics for precipitation at the rainfall stations is shown in Table 1.

The normal ratio method, recommended by Linsley et al. (1988), was used to estimate the missing rainfall records at any stations that had incomplete precipitation records. With this method, rain depths for missing data are estimated from observations at three stations as close to, and as evenly spaced around the station with missing records, as possible. The distance matrix was established for all rain gauge stations in the basin based on their geographic locations in order to assess the proximity of stations with each other. All data sets were normalized using:

$$X_n = \frac{X_0 - X_{\min}}{X_{\max} - X_{\min}}$$

where $X_0$ and $X_n$ represent the original and normalized data respectively, while $X_{\min}$ and $X_{\max}$ represent the minimum and maximum value among the original data.

### 4. Model development

#### 4.1. ARIMA models

ARIMA models were developed based on the Box and Jenkins approach and consist of three steps: model identification, parameterization and validation. The general non-seasonal ARIMA model may be written as (Box and Jenkins, 1976):

$$z_t = \frac{\phi(B)\epsilon_t}{\theta(B)}$$

$$\phi(B) = (1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p)$$

and

$$\theta(B) = (1 + \theta_1 B + \theta_2 B^2 + \cdots + \theta_q B^q)$$

\[ \theta B = (1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_p B^p) \]

where \( \theta \) is the observed time series and \( B \) is a back shift operator. \( \phi(B) \) and \( \theta(B) \) are polynomials of order \( p \) and \( q \), respectively. The \( q \) of \( p \) and \( q \) are the order of non-seasonal auto-regression and the order of non-seasonal moving average, respectively. Random errors \( \varepsilon_n \) are assumed to be independently and identically distributed with a mean of zero and a constant variance. \( \nabla^d \) describes the differencing operation to data series to make the data series stationary and \( d \) is the number of regular differencing.

The first step in developing ARIMA models was determining the stationarity of a time series. To determine stationarity, the NUMxI Excel add-on was used. Once non-stationarity is removed the autocorrelation (ACF) and partial autocorrelation functions (PACF) were used to determine the correlation structure of the data. Once the significant lags were determined using the ACF and PACF, different combinations were used to determine the optimal model structure. For instance, if the ACF and PACF for SPI 12 showed significant lags at 5 and 2 lags respectively, different combinations for \( p \) and \( q \) were used with intervals between 1 and 5 for \( p \) and 1 and 2 for \( q \). The selection of ARIMA models was determined based on both the accuracy and precision of models. The combinations that provided the most accurate forecast models as measured by the MAE and the most precise models as measured by the RMSE were chosen. The details on the development of ARIMA models for SPI time series can be found in the works of Mishra and Desai (2005) and Mishra et al. (2007). For all ARIMA models, the data was partitioned so that 90% of the data was a calibration set and 10% of the data was a validation set.

### 4.2. ANN models

The advantage of using ANNs is their parsimonious data requirements, rapid execution time and ability to produce models where the relationship between inputs and outputs are not fully models. The ANN models used in this study have a feed-forward Multi-layer perceptron (MLP) architecture which was trained with the Levenberg–Marquardt (LM) back propagation algorithm. MLPs have often been used in hydrologic forecasting due to their simplicity. MLPs consist of an input layer, one or more hidden layers, and an output layer (Kim and Valdes, 2003):

\[ y'_k(t) = f_0 \left( \sum_{j=1}^{m} w_{ij} \cdot f_0 \left( \sum_{l=1}^{N} w_{lj} x_l(t) + w_{lo} \right) + w_{ko} \right) \]

where \( N \) is the number of samples, \( m \) is the number of hidden neurons, \( x_l(t) \) is the \( l \)th input variable at time step \( t \); \( w_{ij} \) is the weight that connects the \( i \)th neuron in the input layer and the \( j \)th neuron in the hidden layer; \( w_{ij} \) is the activation function of the hidden neuron; \( w_{lo} \) is weight that connects the \( j \)th neuron in the hidden layer and \( k \)th neuron in the output layer; \( w_{ko} \) is bias for the \( k \)th output neuron; \( f_0 \) is activation function for the output neuron; and \( y'_k(t) \) is the forecasted \( k \)th output at time step \( t \) (Kim and Valdes, 2003).

For ANN model development, the determination of the architecture of the model is very important. The optimal number of neurons in the input layer was determined by trial and error. As the SPI requires only precipitation for its computation it was the only input used. The SPI was lagged to generate several neurons in the input layer and the number of neurons that provided the lowest RMSE values was chosen as the appropriate number. Traditionally, the number of hidden neurons for ANN models is selected via a trial and error method. However a study by Wanas et al. (1998) empirically determined that the best performance of a neural network occurs when the number of hidden neurons is equal to log \((N)\), where \( N \) is the number of training samples. Another study conducted by Mishra and Desai (2006) determined that the optimal number of hidden neurons was 2n+1, where \( n \) is the number of input neurons. In this study, the optimal number of hidden neurons was determined to be between log \((N)\) and \((2n+1)\). For example, if using the method proposed by Wanas et al. (1998) gave a result of 4 hidden neurons and using the method proposed by Mishra and Desai (2006) gave 7 hidden neurons, the optimal number of hidden neurons was assumed to be between 4 and 7; thereafter the optimal number was chosen via trial and error. These two methods helped establish an upper and lower bound for the number of hidden neurons.

The ANN models used to forecast the SPI were recursive models. A recursive ANN model is similar to an ARIMA model in terms of the forecasting approach, and forecasts one time step ahead. For subsequent forecasts the network is applied recursively, using the previous predictions as inputs. Recursive ANN models have been shown to be effective for forecasts of the SPI for long lead times (e.g., Mishra and Nagarajan, 2012). In addition, preliminary analysis conducted for each station in our study indicated that recursive models were more accurate than direct multistep models, and as such the recursive forecasting approach was used in this study. For all the ANN models, 80% of the data was used to train the models, while the remaining 20% of the data was divided into a testing and validation set with each set comprising 10% of the data.

### 4.3. SVR models

SVR models adhere to the structural risk minimization principle as opposed to the empirical risk minimization principle used by conventional neural networks (Vapnik, 1995). As a result, these models reduce the generalization error as opposed to the training error. With SVR, the purpose is to estimate a functional dependency \( f(x) \) between a set of sampled points \( X = \{x_1, x_2, \ldots, x_N \} \) taken from \( R^d \) and target values \( Y = \{y_1, y_2, \ldots, y_M \} \) with \( y \in R \) (the input and target vectors \( x_i \)'s and \( y_i \)'s refer to the monthly records of the SPI index). Detailed descriptions of SVR model development can be found in Cimen (2008).

All SVR models were created using the OnLineSVR software created by Parrella (2007), which can be used to build support vector machines for regression. The data was partitioned into two sets: a calibration set and a validation set. 90% of the data was partitioned into the calibration set while the final 10% of the data was used as the validation set. Unlike neural networks the data can only be partitioned into two sets with the calibration set being equivalent to the training and testing sets found in neural networks. All inputs and outputs were standardized between 0 and 1.

### Table 1

Descriptive Statistics of the Awash River Basin.

<table>
<thead>
<tr>
<th>Basin</th>
<th>Station</th>
<th>Mean annual precipitation (mm)</th>
<th>Max annual precipitation (mm)</th>
<th>Standard deviation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td>Bantu</td>
<td>91</td>
<td>647</td>
<td>111</td>
</tr>
<tr>
<td>Awash</td>
<td>Liben</td>
<td>97</td>
<td>376</td>
<td>90</td>
</tr>
<tr>
<td>Basin</td>
<td>Ginchi</td>
<td>111</td>
<td>1566</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>Sebeta</td>
<td>67</td>
<td>355</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>Epsraele</td>
<td>100</td>
<td>583</td>
<td>110</td>
</tr>
<tr>
<td>Middle</td>
<td>Modjo</td>
<td>76</td>
<td>542</td>
<td>92</td>
</tr>
<tr>
<td>Awash</td>
<td>Wolenchiti</td>
<td>76</td>
<td>836</td>
<td>95</td>
</tr>
<tr>
<td>Basin</td>
<td>Gelemso</td>
<td>77</td>
<td>448</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>Dire Dawa</td>
<td>51</td>
<td>267</td>
<td>54</td>
</tr>
<tr>
<td>Lower</td>
<td>Ellojha</td>
<td>44</td>
<td>374</td>
<td>57</td>
</tr>
<tr>
<td>Awash</td>
<td>Dubti</td>
<td>87</td>
<td>449</td>
<td>89</td>
</tr>
<tr>
<td>Basin</td>
<td>Bath</td>
<td>26</td>
<td>266</td>
<td>40</td>
</tr>
</tbody>
</table>

\( w_{ij} \) is the number of samples, \( m \) is the number of hidden neurons, \( x_l(t) \) is the \( l \)th input variable at time step \( t \); \( w_{ij} \) is weight that connects the \( i \)th neuron in the input layer and the \( j \)th neuron in the hidden layer; \( w_{ij} \) is the activation function of the hidden neuron; \( w_{ij} \) is weight that connects the \( j \)th neuron in the hidden layer and \( k \)th neuron in the output layer; \( w_{ij} \) is bias for the \( k \)th output neuron; \( f_0 \) is activation function for the output neuron; and \( y'_k(t) \) is the forecasted \( k \)th output at time step \( t \) (Kim and Valdes, 2003).
All SVR models used the non-linear radial basis function (RBF) kernel. As a result, each SVR model consisted of three parameters that were selected: gamma ($\gamma$), cost ($C$), and epsilon ($\varepsilon$). The $\gamma$ parameter is a constant that reduces the model space and controls the complexity of the solution, while $C$ is a positive constant that is a capacity control parameter, and $\varepsilon$ is the loss function that describes the regression vector without all the input data (Kisi and Cimen, 2011). These three parameters were selected based on a trial and error procedure. The combination of parameters that produced the lowest RMSE and MAE values for the calibration data sets were selected.

4.4. Wavelet decomposition

The wavelet transform is a mathematical tool that provides a time–frequency representation of a signal in the time domain (Partal and Kisi, 2007). In addition, wavelet analysis can often compress or de-noise a signal (Kim and Valdes, 2003) and thus, is an effective method for dealing with local discontinuities in a given time series. The continuous wavelet transform (CWT) of a signal $x(t)$ is defined as (Nason and Von Sachs, 1999):

$$W(\tau, s) = \frac{1}{\sqrt{|s|}} \int_{-\infty}^{\infty} x(t) \psi\left(\frac{t - \tau}{s}\right) dt$$

where $s$ is the scale parameter, $\tau$ is the translation, $\psi$ is the mother wavelet and $\psi^*$ corresponds to the complex conjugate (Kim and Valdes, 2003).

CWT is not often used for forecasting due to its complexity and long computation times. Instead, the wavelet is discretized in forecasting applications to simplify the numerical calculations. The discrete wavelet transform (DWT) requires less computation time and is simpler to implement (Nason and Von Sachs, 1999):

$$\psi_{jk}(t) = \frac{1}{\sqrt{|s_0|}} \psi\left(\frac{t - k T d s_0}{s_0}\right)$$

where $j$ and $k$ are integers that control the scale and translation respectively, while $s_0 > 1$ is a fixed dilation step (Cannas et al., 2006) and $T d$ is a translation factor that depends on the aforementioned dilation step.

One of the inherent limitations of using the DWT for forecasting applications is that it is not shift invariant (i.e. if we change values at the beginning of our time series, all of the wavelet coefficients will change). To overcome this problem, a redundant algorithm, known as the ‘a trous’ algorithm, can be used and is given by (Mallat, 1998):

$$C_{0,1}(k) = \sum_{l=-\infty}^{\infty} h(l) c_{0,1}(k + 2l)$$

where $h$ is the low pass filter and $C_{0,1}(k)$ is the original time series. To extract the details, $w_k(k)$, that were eliminated in Eq. (8), the smoothed version of the signal is subtracted from the coarser signal that preceded it, given by (Murtagh et al., 2003):

$$w_k(k) = c_{1,1}(k) - c_1(k)$$

where $c_1(k)$ is the approximation of the signal and $c_{1,1}(k)$ is the coarser signal. Each application of Eqs. (8) and (9) results in a smoother approximation and extracts a higher level of detail. Finally, the non-symmetric Haar wavelet can be used as the low pass filter for the ‘a trous algorithm to prevent any future information from being used during the decomposition (Renaud et al., 2002).

The selection of the appropriate wavelet transform for an application requires a prior understanding of the attributes of the candidate wavelet. The shift invariant property of the ‘a trous’ Haar wavelet makes it the most suitable wavelet for forecasting applications (Maheswaran and Khosa, 2012b), and this is why it was used in this study. Furthermore, a study by Kim and Valdes (2003) found the ‘a trous’ wavelet to be more effective for forecasting studies than the Morlet or Daubechies wavelets. The aim of the ‘a trous’ wavelet is to fill any gaps with redundant information that is obtained from the original series. The redundant information provides a basis for enhanced forecasting accuracy (Maheswaran and Khosa, 2012a). The Haar wavelet, which is a low-pass filter, is concentrated over the narrowest support band, and therefore has good localization properties. This attribute makes the Haar wavelet more suitable for dynamic time series where it is effective at detecting changes within the time series (Maheswaran and Khosa, 2012b). The ‘a trous’ wavelet is appropriate for forecasting due to its localization capability in both the time and frequency domains, and the Haar wavelet as a low-pass filter is appropriate for detecting any changes that may occur within the 35 year SPI record in this study due to its localization properties as a result of its energy being concentrated over a narrow support band.

When conducting wavelet analysis, the number of decomposition levels that is appropriate for the data must be carefully selected. In this study, each SPI time series was decomposed between 1 and 8 levels. Fig. 2 depicts the SPI 12 time series of the Eliwuha station and the approximation series at different decomposition levels. The results were compared at all decomposition levels to determine the appropriate decomposition level. Fig. 2 indicates that the higher the level of decomposition, the less likely the transformed signal represents the original time series. Hence, the transformed times series was chosen after decomposing the original time series to level three or level four. The results from a decomposition of level three or four provided the most accurate forecast results as measured by the performance measures used in this study. Once a given time series was successfully decomposed, it was used as an input for either ANN or SVR models. Instead of using the original SPI data and its subsequent lags, a new wavelet transformed time series was used. After pre-processing, the generation of ANN and SVR models, including data partition was done in exactly the same way as the ANN and SVR models without wavelet transforms.

4.5. Performance measures

The following measures of goodness of fit were used to evaluate the forecast performance of all the aforementioned models:

![Fig. 2. The SPI 12 time series at the Eliwuha station and the approximation time series at different decomposition levels. The first time series is the original signal followed by decompositions a level 1–8.](image)
is the coefficient of determination measures the degree of association among the forecasted value and \( y_i \) is the observed value, \( \bar{y} \) is the mean value taken over \( N \), \( N \) is the number of data points. The coefficient of determination measures the degree of association among the observed and predicted values.

\[
R^2 = \frac{\sum_{i=1}^{N}(y_i - \bar{y})^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}
\]

(11)

where \( \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i \)

The Root Mean Squared Error (RMSE) is given by:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N}(y_i - \hat{y}_i)^2}{N}}
\]

(12)

where \( SSE \) is the sum of squared errors, and \( N \) is the number of samples used. \( SSE \) is the sum of squared errors.

The Mean Absolute Error (MAE) is given by:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|
\]

(14)

with the variables already having been defined.

The MAE is used to measure how close forecasted values are to the observed values. It is the average of the absolute errors.

The results in this section were also compared via the parsimony index (PERS)

\[
PERS = 1 - \frac{SSE}{SSE_{naive}}
\]

(15)

where \( SSE_{naive} = \sum_{i=1}^{N}(y_i - y_{i-L})^2 \)

As mentioned above, \( SSE \) is the sum of squared errors, \( y_{i-L} \) is the estimate from a persistence model that takes the last observation (at time 1 minus the lead time (L)) (Tiwari and Chatterjee, 2010). A value of PERS smaller or equal to 0 indicates that the model under study performs worse or no better than the easy to implement naive model. A PERS value of 1 is obtained when the model under study provides exact estimates of observed values.

5. Results and discussion

In this study, the proposed forecast models for SPI 12 and SPI 24 are presented for forecast lead times of 6 and 12 months. A SPI 12 forecast of 6 months lead time represents a 6 month warning time for SPI 12, and a 12 month lead time represents a 12 month warning time and shows the variation in precipitation from year to year. Table 2 shows the inputs used for the proposed data driven models at the Eliwuha station (6 months lead time). Table 2 shows how the models are applied recursively to reach the final target of a forecast of 6 months lead time. The table is applicable for the input structure of both SPI 12 and SPI 24 (6 month lead time). The performance results of the proposed models for each station are presented in Table 3 through Table 6. As mentioned earlier, models that have a persistence index between 0 and 1 perform better than a naive model. All the data driven models had a persistence index greater than 0. ARIMA models had a PERS of 0.36, ANN models had a PERS of 0.46, SVR models had a PERS of 0.41, WA-ANN models had a PERS of 0.58 and WA-SVR models had a PERS of 0.55 respectively.

The results presented are based on the validation data sets. Table 3 shows the performance results for the training/calibration set for SPI 12 forecasts (6 months lead time) at the Eliwuha station. The table shows that the forecast accuracy shown in the validation sets is consistent with the results in the training or calibration sets (see Table 8).

The models were forecast one time step ahead and the subsequent result was used as an input in another model and forecast one time step ahead. The lead time in this study refers to the amount of time between the original time series and the final predicted time series. The final output time series was either 6 or 12 months ahead of the original time series. For each rainfall station, forecasts of SPI 12 and SPI 24 were made for 6 and 12 months lead times. These forecasts were made using the five model types outlined above. The results presented in the following sections are from forecasts of SPI 12 (6 months lead time) at the Eliwuha station. Only these results were presented in detail as it would be very difficult to present all the results from each station in detail. The forecast results for all the stations are presented in Tables 3–6, but these are not presented in detail.

5.1. ARIMA model results

The parameters for the ARIMA models were selected based on the ACF and PACF of the time series in question. Once the significant lags were determined from the ACF and PACF, ARIMA models with different combinations were developed and the model that had the lowest RMSE and MAE value was chosen. Figs. 3a and 3b are ACF and PACF figures for the Eliwuha station. The autocorrelation of the time series is significant for lags greater than 10 in Fig. 3a; however no lag greater than 5 was selected for the purpose of parsimony. For this station a combination of parameters from 1 to 5 were tested for \( p \), while a value of 1 was tested for \( q \). The combination that provided the lowest RMSE and MAE values was chosen as the model parameters. The results from the ARIMA models as shown in Tables 3 and 5 are significantly less accurate than the forecast results of the other model types (likely because ARIMA models are linear models).

5.2. ANN models

Fig. 4 provides the ANN model results at the Eliwuha station for SPI 12 at 6 months lead time. Fig. 4 indicates that the model has good generalization ability for SPI 12 and very little time shift error as the extreme events for the predicted values correspond to the extreme values of the observed values. With respect to extreme drought or extreme precipitation, the model does underestimate the amount of time between the original time series and the final predicted time series.
some instances where the observed SPI value corresponds to extreme conditions (−2 and 2) respectively. Fig. 5 is a scatter plot of the observed and ANN forecast results for the Eliwuha station. The scatter plot in Fig. 5 shows several points significantly below the trend line indicating a certain level of underestimation in the ANN model results. The proposed ANN model from the Eliwuha station had an $R^2$ of 0.7564, an RMSE of 0.3296 and an MAE of 0.3019, respectively. The $R^2$ values of 0.7564 show a good correlation between observed and predicted results at 6-months lead time.

5.3. WA-ANN models

The results of all the proposed WA-ANN models can be found in Table 4 for both forecasts of 6 and 12 months lead time. The forecast results of WA-ANN models are more accurate than ANN models according to the performance measures used. The use of wavelets as a pre-processing tool resulted in more accurate and precise models as seen in Tables 4 and 6. These model results have a higher level of correlation between the observed and predicted time series and the RMSE and MAE values are lower compared to

<table>
<thead>
<tr>
<th>Basin</th>
<th>Station</th>
<th>WA-ANN</th>
<th>RMSE</th>
<th>MAE</th>
<th>WA-SVR</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
<td></td>
<td></td>
<td>$C_p$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Basin</th>
<th>Station</th>
<th>WA-ANN</th>
<th>RMSE</th>
<th>MAE</th>
<th>WA-SVR</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
<td></td>
<td></td>
<td>$C_p$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: The best ARIMA, ANN and SVR models for 6 and 12 month forecasts of SPI 12. Column 3 is the ANN architecture detailing the number of nodes in the input, hidden and output layers respectively. In column 11 the parameters of the SVR models are given.

<table>
<thead>
<tr>
<th>Basin</th>
<th>Station</th>
<th>WA-ANN</th>
<th>RMSE</th>
<th>MAE</th>
<th>WA-SVR</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
<td></td>
<td></td>
<td>$C_p$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: The best WA-ANN and WA-SVR models for 6 and 12 month forecasts of SPI 12. Column 3 is the ANN architecture detailing the number of nodes in the input, hidden and output layers respectively. In column 7 the parameters of the SVR models are given.
ANN models. For forecasts of SPI 12 (6 months lead time) the results are very similar across all stations. Fig. 6 shows the forecast results of the Eliwuha station for SPI 12. The figure indicates that the WA-ANN forecasts closely mirror the observed results and do not underestimate extreme events of precipitation or drought. The model does not accurately depict the inception of the drought period at the end of 1970. While the observed SPI series indicates a slight drought, the forecasts indicate a moderate period of precipitation.

Fig. 7 is a scatter plot of the observed and predicted SPI values from the WA-ANN model. The figure shows that the points are closer to the trend line and there are no points of significant overestimation or underestimation. Fig. 8 illustrates the effects of the approximation series on the SPI time series for the Eliwuha station.
This study found that the approximation series after wavelet decomposition is useful to use in forecasting SPI time series. For the model in Fig. 8, the approximation series is from wavelet decomposition at level three. The approximation series closely mirrors the periods of precipitation and drought exhibited by the SPI series. This approximation time series was subsequently used as an input in WA-ANN or WA-SVR models. As seen in Tables 3–6, the forecast results for WA-ANN and WA-SVR models are improved compared to models without any wavelet pre-processing.

5.4. SVR models

Fig. 9 illustrates the forecast results of the best proposed SVR model at the Eliwuha station. The SVR model had trouble predicting the inception of drought at the end of 1970. While the model does accurately predict events of drought there seems to be a slight time shift error. The predicted values are slightly lagged compared to the observed values.
to the observed values, which may make applications of SVR models for drought forecasting problematic. The SVR model also had a good correlation between the observed and predicted values as exhibited by the $R^2$ value of 0.7382. The scatter plot in Fig. 10 illustrates the correlation between the observed and predicted SPI values. The observations in the scatter plot are symmetrical around the trend line.

5.5. WA-SVR models

The use of wavelet analysis improved the forecasting ability of SVR models with respect to SPI 12 and SPI 24. As shown in Tables 4 and 6, the use of wavelet analysis improves the performance measures across all the stations. The $R^2$ values for the WA-SVR models are between 0.8144 and 0.8968; these values are all greater than any SVR model for SPI 12, indicating a greater level of correlation between observed and predicted values. For forecasts of 12 months lead time for both SPI values refer to Tables 3–6. As with other models an increase in lead time results in a deterioration of the forecast accuracy.

The forecast results from WA-SVR models are more accurate than SVR models, according to the performance measures. The inputs for the WA-SVR models were generated from the approximation series after wavelet decomposition of the SPI time series. The fact that the use of just the approximation series improved the results significantly indicates that the approximation series adequately de-noises the data and avoids any discontinuities within the SPI time series.

Fig. 11 indicates that the WA-SVR model at the Eliwuha station is good at predicting the inception of a drought as shown in the figure around the end of 1970. Fig. 11 also indicates that the WA-SVR model tends to overestimate periods of extreme precipitation or drought. The overestimation is not a mis-categorization of the event. SPI values of −2 and −3 are both representative of extreme events. In general, the predicted values mirror the trends observed with the original time series. For the Eliwuha station, the WA-SVR model is effective at predicting the end of the SPI time series. The results from Figs. 6 and 9 show the models predicting slight to moderate drought while the observed time series indicates slight precipitation. The WA-SVR model was better at predicting the events at the end of the time series. The scatter plot in Fig. 12 shows the good level of correlation between the observed and predicted SPI values at the Eliwuha station.

6. Discussion

This study has shown that data driven models can be an effective means of forecasting drought at forecast lead times of 6 and 12 months in the Awash River Basin. The results indicate that machine learning techniques (ANNs and SVR) are more effective than a traditional stochastic model such as an ARIMA model in forecasting SPI 12 and SPI 24 at the aforementioned lead times. This is likely due to the fact that ANN and SVR models are effective in modeling non-linear components of time series data. Furthermore, the use of wavelet analysis as a pre-processing tool improved the forecast results for both ANN and SVR models. As might be expected, the results also indicate that as the forecast lead time is increased the correlation between observed and predicted values, as measured by $R^2$, decreases considerably. While the RMSE and the MAE increase with increasing forecast lead time, their increase is not as pronounced. An increase in forecast lead time from 6 to 12 months did not result in poor results, especially when wavelet analysis was used, which highlights the effectiveness of this pre-processing method for ANN and SVR models in predicting the SPI. The input structure of the models does not change with the increase of forecast lead time, which makes the models convenient for operational purposes.

The results from all the data driven models generally show that SPI 24 forecasts were more accurate than SPI 12 forecasts. Both SPI 12 and SPI 24 are long-term SPI and each new month has less impact on the period of sum precipitation (McKee et al., 1993) compared to short-term precipitation. As a result, monthly variation in precipitation has a smaller impact for both these SPI compared to short-term SPI. However, as SPI 24 is a longer term SPI its sensitivity to changes in precipitation within the time series is less than that of SPI 12. This lack of sensitivity may explain why the models are slightly more effective at generalizing SPI 24 better than SPI 12.
The forecast accuracy of the proposed models does not differ significantly between each of the basins. The lack of a significant difference in terms of the forecast accuracy indicates that the different conditions within the three sub-basins do not appreciably affect the forecast of the SPI. In general, the performances of SVR and ANN models were comparable. The use of wavelets improved the results of both machine learning techniques, with the forecast measures indicating that WA-ANN models slightly outperformed WA-SVR models. Theoretically, SVR models should perform better than ANN models because they adhere to the structural risk minimization principle instead of the empirical risk minimization principle. They should, in theory, not be as susceptible to local minima or maxima. However, there have been studies that have shown that the performance of SVR and ANN models are comparable. Lima et al. (2013) found that SVR models were more effective at precipitation forecasts when MAE was the performance measure and ANN models were more effective when MSE was the performance measure. A study by Shin et al. (2005) and Chevalier et al. (2011) found that the application of ANN models in time series forecasting was comparable to those of SVR models especially as the size of the training set was increased. The study by Chevalier et al. (2011) also found that SVR models were superior in the training phase, while ANN models were superior in the evaluation phase. Witten et al. (2011) found that ANN models are comparable to SVR models because they can learn to ignore irrelevant attributes. Witten et al. (2011) also state that there is no universally superior learning method.

From the figures illustrating all the forecasts using all of the data driven models, it is apparent that there is not much time step error in the forecasts of SPI 12. However, the SVR model at the Eliwuha station for SPI 12 did show a lag between observed and predicted events. This time shift error is unique to the SVR models in this study. This time shift error associated with the SVR models is indicated by the delayed drought forecasts. Time shift error is caused by the autoregressive components related to the selection of input variables (Abrahart et al., 2007). The use of past data in the forecasts of SPI values at long lead times introduces time shift error. Long lead time forecasts that do not possess time shift error usually result in noisier forecasts (Chua and Wong, 2011). In an operational setting, the presence of a time shift error would likely compromise the ability of planners to implement an effective drought warning system. Forecasts of SPI 12 at the Eliwuha station using the SVR model showed that the inception of the drought (according to the observed time series) was not accurately predicted. However, the WA-SVR model at the same station did adequately predict the inception of drought but was relatively noisier than the SVR model.

7. Conclusion

This study investigated the ability of data driven models to forecast drought. This study also proposed and evaluated, for the first time, the use of the WA-SVR method for long-term drought forecasting.

Overall, coupled wavelet-neural network (WA-ANN) models were found to provide better results than the other model types used for forecasts of SPI 12 and SPI 24 in the Awash River Basin, especially for SPI 24. WA-ANN models showed a higher coefficient of determination between observed and predicted SPI, as well as lower RMSE and MAE values compared to simple ANNs, ARIMA, SVR and WA-SVR models. Wavelet coupled models also consistently showed lower values of RMSE and MAE compared to the other data driven models. The coupled models provide more accurate results because pre-processing the original SPI time series with wavelet decompositions improves the forecast results over time series that do not use wavelet decompositions. Wavelet analysis de-noises the SPI time series and subsequently allows the ANN and SVR model to model the main signal without the noise. Wavelet analysis also reduces the sensitivity to changes in monthly precipitation within the SPI time series. In the case of SVR models, the use of wavelets also reduces the lag between forecasts and the observed SPI values.

This study focused on long-term drought forecasts of SPI 12 and SPI 24 in the Awash River Basin. Further studies need to be done to determine which of these data driven models is suitable for forecasting long-term SPI values in other locations with different climates and different physical characteristics. Considering the fact that the Middle and Lower Awash sub-basins have a very similar climate, studies of areas with different climates should be conducted to determine whether there is a significant link between forecast accuracy and climate. This study found that the different characteristics and climatology of the sub-basins had no discernible effect on forecast accuracy. Future studies should also attempt to couple data driven drought forecasting models with uncertainty analysis, such as bootstrapping or boosting ensembles.
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