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Introduction
In least-squares regression models, often an investigator wishes to focus on one or a few parameters

out of the full set of regression coefficients. Omitting variables may bias the estimate of the param-
eter of interest, while including too many regressors leads to efficiency loss. Investigators may often
select variables on an a priori basis, which may exclude important regressors, or use other modeling
procedures which apply penalties to the regressors [4] in order to shrink and select regressors. A
new method [2] may be employed which defines a small number of regressors of interest, computes
a matrix of principal components from a matrix of remaining regressors, and estimates the param-
eter of interest from a constant, the variables of interest, and principal components chosen based
on mean-squared error (MSE) or Akaike information criterion (AIC). Small-sample theoretical tri-
als have demonstrated the effectiveness of this new method in estimating parameters of interest, and
compares favourably with several other methods.

The focus of this study is to perform real-world analysis on empirical studies by other authors in
order to determine the effectiveness of the new methods in larger sample sizes and in cases where
parameters of interest must be computed. The project first conducts a literature review in order to
identify studies where the new methods may be employed. From there, we examine two papers in
greater detail, henceforth referred to as Barro-Lee [1] and Eminent Domain [3], and perform the new
methods on these authors data sets to obtain coefficient and standard error estimates over several lim-
iting factors. The results are promising for proving the effectiveness of the new methods, and provide
a framework for further empirical analysis in the future.

Main Objectives
1. Perform a review of econometric literature in order to determine candidate studies upon which new

the new method may be tested

2. Further isolate studies and compile more in-depth information about modelling and obtain data sets
cited in the papers presented

3. Write and troubleshoot code which executes the new methods in MATLAB and R, as well as codes
for graphical printouts

4. Obtain preliminary results for comparison with other parameter reduction methods at a later point
in time

Algebraic Methods
Here, we outline some of the formulae used in the new methods for empirical analysis.
Let yi denote the ith observation and let xi denote the variable of interest which determines the ith

observation. Additionally, denote a matrix W of other variables afecting y with ith row W ′i and error
term ei. The least-squares regression model is given as

yi = c + βxi + W ′iγ + ei (1)

with coefficient of interest β and parameter vector γ. A fully articulated model of the process y is not
necessary; thus, since β is required while γ is not, consistent estimation can be achieved so long as
the model includes regressors which span the same space as columns of W with nonzero coefficients
and which are not orthogonal to x. Hence, β may be constructed from the columns of W by principal
components.The regression model then becomes

yi = c + βxi + C ′iν + ei (2)

where C ′i is a matrix containing k̄ principal components ofW . AlthoughW may have many columns,
k̄ may remain small while containing all the necessary information such that estimates of β are con-
sistent across (1) and (2).

To obtain the feasible estimator, consider some finite number d(n) of observables, and without loss
of generality let W denote the n× d(n) matrix of variables. Then, consider an integer sequence k(n)
and corresponding set Zk(n) of k(n) n-dimensional vectors obtained from the d(n) observables in W .
Additionally, assume that Zk(n) contains a n×1 vector of ones. Thus, regression of y onX and Zk(n)
provides

β̂Zk(n) = arg minβ(MZk(n)yn −MZk(n)Xnβ)′(MZk(n)yn −MZk(n)Xnβ) (3)

= (X ′MZk(n)X)−1(X ′MZk(n)y) (4)

AIC estimates yield some k∗ ≤ k such that k∗(n) ⊂ k(n) to obtain the feasible estimator. Hence, the
corresponding set Zk∗(n) of k∗(n) n-dimensional vectors obtained from W , with an n × 1 vector of
ones, replaces Zk(n) in equations (3) and (4).

Data
Tables 1 and 2 present the k∗ values, intercepts, and unbiased estimators of the variable of inter-

est for the Barro-Lee and Eminent Domain data sets, respectively. The “Variable” column identifies
variables of interest identified by the original authors upon which the new methods were tested.

Variable k∗ Intercept β

log(GDP) 2 0.03157 0.00096
Investment/GDP 2 0.02683 0.06345
Gov’t/GDP 2 0.54642 -0.10192
Black Market 2 0.05134 -0.07183
Instability 6 0.04600 -0.05104

Table 1: Barro-Lee Results
k=60,n=90

Variable k∗ Intercept β

Case-Schiller 33 3.10503 0.18199
FHFA Index 33 0.36138 0.04942
Non-Metro 33 -36.7621 0.03042
GDP 31 -3.16444 0.00072

Table 2: Eminent Domain Results
k=97,n=3984

The Barro-Lee study focuses on the
effect of the five listed variables
on average growth rate of GDP
per capita across 90 countries from
1965 to 1985. The variable “Black
Market” refers to the black market
premium in each country, and “In-
stability” refers to a metric of po-
litical instability across each coun-
try. The remaining variables iden-
tify the natural logarithm of GDP,
investment as a proportion of GDP,
and government expenditure as a
proportion of GDP. Additional vari-
ables include life expectancy, pop-
ulation, access to education, and
several others. Low k∗ values in-
dicate lesser importance of addi-
tional variables in predicting out-
comes. Meanwhile, the Eminent
Domain study studies the effect of

the four listed variables - Case-Schiller, FHFA, and Non-Metro home price indices, as well as local
GDP - on the number of Eminent Domain cases in the United States which filed in favour of the
plaintiff. Additional variables include the number of cases heard by an appeals court, and descriptive
characteristics of the judges (e.g. race, party affiliation, age, etc.). Higher k∗ values indicate greater
importance of additional variables in predicting outcomes.

Additionally, trials were conducted on the two data sets by manually ranging k from 1 to 50 and
obtaining coefficient and standard error estimates for each variable of interest, as opposed to selecting
a value of k∗ and corresponding intercept and β values via AIC selection criterion. The results are in
figures (1) through (4).

Figure 1: Barro-Lee Trials, k ∈ [1, 50] Figure 2: Barro-Lee Trials, k ∈ [1, 50]

Figure 3: Eminent Domain Trials, k ∈ [1, 50] Figure 4: Eminient Domain Trials, k ∈ [1, 50]

For the Barro-Lee trials, coefficient estimates and standard errors are stable for low values of k,
indicative of the optimality of k∗ as computed. As k increases, the estimates become less stable, sug-
gesting that the value of k∗ for each variable yields a better predictor than obtained by including more
elements of W . In the Eminent Domain case, coefficient estimates again stabilize as k tends towards
k∗, and are more volatile for lower values of k. These results point to the new methods yielding
unbiased estimators in most cases, and are overall promising for large sample sizes.

Conclusions
• The methods being tested generally result in effective and stable estimators for the variable of in-

terest in both cases, indicating that parameter reduction may be useful in these cases for better
identifying the effect of a particular variable

• Indicating more or less components than the optimally chosen amount result in less viable unbi-
ased estimators, suggesting that selection of components of W based on AIC criterion results in
effective OLS modeling

• Parameter reduction may be applied in this fashion to the cases listed in order to produce more
accurate and simplified models, without losing critical information

Forthcoming Research
Further work must be done to compare the new methods to alternative methods of parameter re-

duction, relying on shrinkage and selection of variables, in order to determine their effectiveness.
Moreover, additional trials on other data sets will allow for a larger base upon which to determine the
effectiveness of the results. Nevertheless, the current results are promising for the effectiveness of the
new methods, and provide a solid foundation for further empirical analysis.
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