G-CSF treatment of canine cyclical neutropenia: A comprehensive mathematical model
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Objectives. To study the effects of different G-CSF temporal treatment schemes using a comprehensive mathematical model of the mammalian hematopoietic system that couples the pharmacokinetics of granulocyte colony-stimulating factor (G-CSF) to the hematopoietic stem cell, neutrophil, platelet, and erythrocyte dynamics.

Materials and Methods. Data from cyclical neutropenic (CN) grey collies are used to build an extended model that reproduces the dynamics of circulating blood cells found in laboratory data from the dogs with and without daily G-CSF therapy. The effects of varying the treatment initiation time, and whether injections are given daily, every other day, or every three days, are examined.

Results. The mathematical model is able to reproduce the large variation in data that occurs from one dog to another. Different drug delivery times, with no other changes in the model parameters, can have significant long-term effects on neutrophil numbers. The frequency of drug delivery also has long-term effects on the oscillations.

Conclusion. Using a realistic representation of the effects of G-CSF on the tissue-level hematopoietic system, the model matches a wide range of laboratory data. This implies that it would be possible to generate individualized predictions for specific dogs if data were available in real time. The proposed interventions are practical and may reduce the amount of G-CSF required while potentially maintaining or even improving the treatment effects.

All blood cells are derived from the hematopoietic stem cells (HSC), which are undifferentiated cells having a high proliferative potential. These multipotent stem cells can proliferate and mature to form all types of blood cells (platelets, leukocytes, and erythrocytes). Production in these cell lineages is regulated by a variety of cytokines, including erythropoietin (EPO), which mediates the regulation of erythrocyte production, thrombopoietin (TPO), which regulates production of platelets (but may also affect other cell lineages), and granulocyte colony-stimulating factor (G-CSF), which regulates neutrophil numbers.

In Colijn and Mackey [1,2] a comprehensive mathematical model for the regulation of hematopoiesis was presented. This work was motivated by the existence of several hematological diseases that display a highly dynamic nature characterized by oscillations in one or more of the circulating cell lineages [3]. Examples of these are cyclical neutropenia, periodic chronic myelogenous leukemia, cyclical thrombocytopenia, and periodic hemolytic anemia.

In this paper, we concentrate on cyclical neutropenia, a rare hematological disorder characterized by oscillations in the circulating neutrophil count. Neutrophil levels fall from normal to barely detectable levels with a typical period of 19 to 21 days in humans [3–5], although periods up to 40 days have been observed [3]. These oscillations in the neutrophil count are generally accompanied by oscillations with similar period in the platelets, lymphocytes, and reticulocytes [3,6]. Cyclical neutropenia also occurs in grey collies with periods on the order of 11 to 16 days [3,6,7]. This animal model has provided extensive experimental data that has enriched our understanding of cyclical neutropenia. Though the gene modification responsible for canine cyclical neutropenia has been identified [8], the dynamic origin of the cycling is only partially understood.
Because of its interesting dynamical nature, many mathematical models have been formulated to attempt to answer this question. While many have modeled cyclical neutropenia as arising only from destabilization of neutrophil dynamics [9,10], the work of Bernard et al. [11] and Colijn and Mackey [1] suggest that the origin of cyclical neutropenia lies in a destabilization of the combined HSC and neutrophil control system. The hypothesis that oscillations originate in the stem cells is supported by the observation that in cyclical neutropenia oscillations are also present in platelets and reticulocytes. Cyclical neutropenia in humans is often treated using G-CSF [12], which is known to interfere with apoptosis [13–16]. Treatment protocols typically call for daily subcutaneous injection of G-CSF at 3 to 5 μg per kg of body weight [17,18]. This represents a current cost of over US$45,000 per year for a 70-kg adult. Clearly it would be of enormous economic benefit if the same clinical effects could be achieved with less G-CSF. A few alternative treatment strategies in humans have been reported in which various administration schemes have been used; for example, Jayabose and Sandoval [19] reported that three G-CSF doses weekly was clinically effective as well as cost effective.

In Bernard et al. [11], a two-compartment model accounting for a destabilization of the HSC compartment was used to mimic the dynamical behavior of the hematopoietic system under G-CSF treatment. In Foley et al. [20] the authors showed that, depending on the starting date of the G-CSF treatment, the neutrophil count could either be stabilized or show large amplitude oscillations (both behaviors have been observed experimentally [12]). Their model suggested that other G-CSF treatment schemes (such as administering G-CSF every other day) could be effective while using less G-CSF. However, this model included neither erythrocyte nor platelet dynamics even though clinical data indicates oscillations in those cell lines in cyclical neutropenia patients. Thus it is not known if the results would be consistent with observed platelet and reticulocyte data. Second, the simulations did not take into account the pharmacokinetics of G-CSF.

Materials and methods

Data
We use data on seven grey collies generously supplied by Dr. David C. Dale (University of Washington School of Medicine, Seattle, WA, USA) and previously analyzed in Haurie et al. [7]. All of these dogs showed statistically significant cycling in neutrophils and/or platelets, according to the Lomb periodogram analysis carried out in Haurie et al. [7]. Data for neutrophils, erythrocytes, and platelets were available for untreated dogs as well as dogs receiving daily G-CSF.

Model development
The model we have developed includes the hematopoietic stem cells, the neutrophil, platelets, and erythrocytes, as well as tissue G-CSF levels and circulating G-CSF in the blood. It therefore has four distinct cellular compartments and two compartments representing G-CSF (Fig. 1).

The stem cells are pluripotential and self-renewing, and can differentiate into the neutrophil, erythrocyte, or platelet lineages. Alternatively, the stem cells may reenter the proliferative phase of the stem cell compartment, during which they undergo a random loss via apoptosis at rate γS. The stem cell compartment model is based on the original work of Mackey [21]. The neutrophil, erythrocyte, and platelet compartments are modeled after earlier efforts [11,22–24]. G-CSF, meanwhile, is injected into the tissue compartment and enters the circulation from there. It is cleared from the circulation by two processes: a random loss, and a linear neutrophil-mediated clearance representing the fact that neutrophils take up circulating G-CSF [25,26]; at very high G-CSF levels the neutrophil-mediated clearance is saturable, but at the concentrations relevant here, a linear approximation is accurate.

Our notation is as follows. The hematopoietic stem cells are denoted by Q (in units of 10^6 cells/kg, see Fig. 1). The circulating neutrophils, erythrocytes, and platelets are denoted N (units 10^8 cells/kg), R (units 10^11 cells/kg), and P (units 10^10 cells/kg, respectively). Each of the differentiation rates from the stem cell compartment into the cell lineages depend on the number of circulating mature cells of the relevant type. These are negative feedback functions, so when the number of circulating mature cells of a given type decreases, the corresponding differentiation rate increases to compensate. The rates of differentiation (units of days^{-1}) from the HSCs into the three lineages are denoted by κS(N), κS(R), and κS(P), respectively. Tissue levels of G-CSF are denoted X (units μg/kg), and circulating G-CSF concentration is G (units μg/mL).

The effects of G-CSF on the system (injected with a temporal schedule I(t)) are ultimately represented by changes in three
parameters: $A_N$, the effective amplification in the neutrophil line between the HSCs and the circulating neutrophils; $\gamma_S$, the rate of apoptosis in the HSC compartment and $q_1$, through which G-CSF increases the level of differentiation from the stem cells into the neutrophil line. Only the circulating, and not the tissue, G-CSF has these effects. These particular effects are isolated because in Colijn and Mackey [1], these were the primary parameter changes that were found necessary for model simulations to match the observed laboratory and clinical data for dogs and humans with cyclical neutropenia undergoing G-CSF treatment. Furthermore, it was consistently necessary to change all three of these parameters to mimic data. With this notation, and the convention that $X(t) = X(t - \tau)$, the model equations are given by:

\[
\begin{align*}
\frac{dQ}{dt} &= -\beta(Q) - (k_N + k_R + k_P)Q + 2e^{-\gamma_S(G)\tau_S} \beta(Q_{\tau_S}) Q_{\tau_S} \\
\frac{dN}{dt} &= -\gamma_N N + A_N(G) k_N(N_{\tau_N}) Q_{\tau_N} \\
\frac{dR}{dt} &= -\gamma_R R + A_R (k_R(R_{\tau_R} + R_{\tau_S}) Q_{\tau_S} - e^{-\gamma_R T_R} k_R(R_{\tau_R} + R_{\tau_S}) Q_{\tau_R + \tau_S}) \\
\frac{dP}{dt} &= -\gamma_P P + A_P (k_P(P_{\tau_P} + P_{\tau_S}) Q_{\tau_S} - e^{-\gamma_P T_P} k_P(P_{\tau_P} + P_{\tau_S}) Q_{\tau_P + \tau_S}) \\
\frac{dX}{dt} &= I(t) + k_T V_B G - k_b X
\end{align*}
\]

Details of the negative feedback functions, the functions $A_N(G)$ and $\gamma_S(G)$, and the G-CSF input $I(t)$ are discussed in the Appendix along with the estimation of the constant parameters.

**Parameter estimation**

Here, we need to find parameters that match simulations from the model containing G-CSF to observed data for each dog both during and without treatment. We begin with the fits from [1] for 7 dogs without G-CSF treatment. These were found for the model without explicit inclusion of G-CSF, and various parameters were modified in that earlier work to mimic treatment. The fits from [1] to untreated data provide our values $A_N^\text{unt}$, $\gamma_S^\text{unt}$, and $\theta_1^\text{unt}$ for each dog (see Eq. (5) in the Appendix).

For three dogs, we then use an automated, simulated annealing procedure to minimize the least squares difference between the simulation and the treated data, changing only $A_N$, $\gamma_S$, and $\theta_1$ from the untreated values, and using the model without explicit G-CSF. The results are values $A_N^\text{tr}$, $\gamma_S^\text{tr}$, and $\theta_1^\text{tr}$ for these three dogs. We then estimate, without fitting, the treated parameters for the remaining 4 dogs. Table 1 lists the parameters of the model.

**Treatment schedules**

Having determined both the untreated and treated parameter values, we are in a position to use simulation to explore the effects of different treatment strategies. We experiment with simulating treatment every day, every second day, and every three days, for

\[
\frac{dG}{dt} = k_p X - k_f G - (a_N + \gamma_G) G.
\]

Figure 2. Serial neutrophil data and simulations for dogs 100, 118, and 127 (data and simulations for platelets and erythrocytes are not shown). The left panel shows untreated data (points) and simulations (solid line). The right panel shows data and simulations for dogs under daily G-CSF treatment. Note that the model accounts for the different scalings in neutrophil counts. The simulations were obtained using parameters resulting from the simulated annealing method. Neutrophil units are $10^8$ cells kg$^{-1}$. 

each of the dogs. We also examine the effect of changing the time in the cycle when treatment is first initiated.

**Results**

*Parameter estimation*

Upon adding the G-CSF compartment and using parameters estimated from the model without it, we find that the quality of the fits to observed data is preserved. In other words, the least squares difference between the model and simulations is as good, or better, with the G-CSF compartment than without (i.e., in [1]), though the parameters were estimated for the model without it.

Figure 2 shows the fit of the untreated and treated data for dogs 100, 118, and 127, for which parameters were found with the automated simulated annealing method.

### Table 1. Normal steady state parameters appropriate for dogs

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value Used</th>
<th>Unit</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stem Cell Compartment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Q^*)</td>
<td>1.1</td>
<td>(\times 10^6) cells/kg</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td>(\gamma_S)</td>
<td>0.07</td>
<td>days(^{-1})</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td>(\tau_S)</td>
<td>2.8</td>
<td>days</td>
<td>Bernard et al. [11], Abkowitz et al. [31]</td>
</tr>
<tr>
<td>(k_0)</td>
<td>8.0</td>
<td>days(^{-1})</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td>(\theta_2)</td>
<td>0.5</td>
<td>(\times 10^6)</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td>(s)</td>
<td>4</td>
<td>(none)</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td><strong>Neutrophil Compartment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N^*)</td>
<td>6.9</td>
<td>(\times 10^9) cells/kg</td>
<td>Abkowitz et al. [31], Beutler et al. [32]</td>
</tr>
<tr>
<td>(\gamma_N)</td>
<td>2.4</td>
<td>days(^{-1})</td>
<td>Bernard et al. [11], Deubelbeiss et al. [33], Haurie et al. [34]</td>
</tr>
<tr>
<td>(\tau_{MN})</td>
<td>3.5</td>
<td>days</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td>(A_N)</td>
<td>752</td>
<td>100's</td>
<td>Colijn and Mackey [1]</td>
</tr>
<tr>
<td>(\theta_1)</td>
<td>0.40</td>
<td>days(^{-1})</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(n)</td>
<td>0.36</td>
<td>(\times 10^6) cells/kg</td>
<td>Bernard et al. [11]</td>
</tr>
<tr>
<td><strong>Erythrocyte Compartment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(R^*)</td>
<td>3.5</td>
<td>(\times 10^{11}) cells/kg</td>
<td>Mahaffy et al. [35]</td>
</tr>
<tr>
<td>(\gamma_R)</td>
<td>0.001</td>
<td>days(^{-1})</td>
<td>Mahaffy et al. [35]</td>
</tr>
<tr>
<td>(\tau_{RM})</td>
<td>6</td>
<td>days</td>
<td>Mahaffy et al. [35]</td>
</tr>
<tr>
<td>(\tau_{sum})</td>
<td>120</td>
<td>days</td>
<td>Mahaffy et al. [35]</td>
</tr>
<tr>
<td>(\tau_{et})</td>
<td>2.8</td>
<td>days</td>
<td>Beutler et al. [32]</td>
</tr>
<tr>
<td>(\theta_e)</td>
<td>5.63</td>
<td>10,000's</td>
<td>Beutler et al. [32], Novak and Necas [36]</td>
</tr>
<tr>
<td>(K_e)</td>
<td>0.0382</td>
<td>((\times 10^9\text{cells/kg})^{-1})</td>
<td>Mahaffy et al. [35]</td>
</tr>
<tr>
<td>(m_e)</td>
<td>6.96</td>
<td>(none)</td>
<td>Mahaffy et al. [35]</td>
</tr>
<tr>
<td><strong>Platelet Compartment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(P^*)</td>
<td>2.14</td>
<td>(\times 10^{10}) cells/kg</td>
<td>Santillan et al. [22]</td>
</tr>
<tr>
<td>(\gamma_P)</td>
<td>0.15</td>
<td>days(^{-1})</td>
<td>Santillan et al. [22]</td>
</tr>
<tr>
<td>(\tau_{PM})</td>
<td>7</td>
<td>days</td>
<td>Santillan et al. [22]</td>
</tr>
<tr>
<td>(\tau_{PS})</td>
<td>9.5</td>
<td>days</td>
<td>Santillan et al. [22]</td>
</tr>
<tr>
<td>(A_P)</td>
<td>28.2</td>
<td>1000's</td>
<td>Beutler et al. [32]</td>
</tr>
<tr>
<td>(\theta_p)</td>
<td>1.17</td>
<td>days(^{-1})</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(K_p)</td>
<td>11.66</td>
<td>((\times 10^{10}\text{cells/kg})^{-1})</td>
<td>Santillan et al. [22]</td>
</tr>
<tr>
<td>(r)</td>
<td>1.29</td>
<td>(none)</td>
<td>Santillan et al. [22]</td>
</tr>
<tr>
<td><strong>G-CSF compartment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X^*)</td>
<td>0.1</td>
<td>(\mu g/\text{kg})</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(G^*)</td>
<td>0</td>
<td>(\mu g/ml)</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(k_T)</td>
<td>0.07</td>
<td>hours(^{-1})</td>
<td>Hayashi et al. [27]</td>
</tr>
<tr>
<td>(k_B)</td>
<td>0.25</td>
<td>hours(^{-1})</td>
<td>fit</td>
</tr>
<tr>
<td>(V_B)</td>
<td>76</td>
<td>mL/kg</td>
<td>Hayashi et al. [27]</td>
</tr>
<tr>
<td>(a)</td>
<td>0.03</td>
<td>kg/hr</td>
<td>State et al. [25], Kearns et al. [30], fit</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.07</td>
<td>hours(^{-1})</td>
<td>Vainstein et al. [29], fit</td>
</tr>
<tr>
<td>(a_2)</td>
<td>2.2</td>
<td>(\mu g \ast \text{hours/kg})</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(\sigma^2)</td>
<td>0.001</td>
<td>hours(^2)</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(T)</td>
<td>24</td>
<td>hours</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(G)</td>
<td>0.01</td>
<td>(\mu g/ml)</td>
<td>(calculated)</td>
</tr>
<tr>
<td>(m)</td>
<td>1</td>
<td>(none)</td>
<td>(calculated)</td>
</tr>
</tbody>
</table>
The corresponding parameter sets are given in the first three columns of Table 2 in the Appendix. In each case, we found that in order to match observed data, it was necessary to increase the neutrophil amplification $A_N$; this corresponds to a decrease in apoptosis among neutrophil precursors. The amount of differentiation into the neutrophil line ($q_1$) also needed to be substantially increased to mimic G-CSF treatment. It was also necessary to increase $g_S$, the rate of stem cell apoptosis. There is some redundancy in the model, in that increasing the neutrophil amplification and the differentiation into the neutrophil line from the stem cells have similar effects. This is not unexpected, since the primary effect of both changes is to raise neutrophil levels.

We estimate similar parameter changes for the remaining dogs: 101, 113, 117, and 128 (see the four last columns in Table 2 of the Appendix), and find that the simulations

![Graphs showing untreated and treated neutrophil data and simulations for dogs 101, 113, 117, and 128.](image)

**Figure 3.** Serial neutrophil data and simulation results for dogs 101, 113, 117, and 128. The left panel shows data from untreated dogs (points) and simulations (solid line). The right panel shows data and simulations for dogs given daily G-CSF treatment. Note that the model accounts for the different scalings in neutrophil counts. The simulations were carried out using parameters estimated from the data from dogs 100, 118, and 127. Neutrophil units are $10^8$ cells-kg$^{-1}$.

### Table 2. Parameters used for computation for each dog. The other parameters are the same as in Table 1

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Dog 100</th>
<th>Dog 118</th>
<th>Dog 127</th>
<th>Dog 101</th>
<th>Dog 113</th>
<th>Dog 117</th>
<th>Dog 128</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_N^{untr}$</td>
<td>488</td>
<td>73.4</td>
<td>18.8</td>
<td>135.8</td>
<td>51</td>
<td>659</td>
<td>100</td>
</tr>
<tr>
<td>$A_N^{tr}$</td>
<td>912.4</td>
<td>866.4</td>
<td>68.3</td>
<td>900</td>
<td>200</td>
<td>2000</td>
<td>800</td>
</tr>
<tr>
<td>$\theta_1^{untr}$</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.8</td>
</tr>
<tr>
<td>$\theta_1^{tr}$</td>
<td>2.0</td>
<td>4.1</td>
<td>2.1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$\gamma_1^{untr}$</td>
<td>0.03</td>
<td>0.03</td>
<td>0.005</td>
<td>0.05</td>
<td>0.01</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>$\gamma_1^{tr}$</td>
<td>0.17</td>
<td>0.15</td>
<td>0.05</td>
<td>0.18</td>
<td>0.055</td>
<td>0.1</td>
<td>0.18</td>
</tr>
<tr>
<td>$\tau_S$</td>
<td>2.80</td>
<td>2.80</td>
<td>2.80</td>
<td>2.52</td>
<td>2.45</td>
<td>2.52</td>
<td>2.52</td>
</tr>
<tr>
<td>$k_0$</td>
<td>1.45</td>
<td>1.21</td>
<td>1.34</td>
<td>1.03</td>
<td>1.5</td>
<td>1.59</td>
<td>1.90</td>
</tr>
<tr>
<td>$f_0$</td>
<td>0.30</td>
<td>0.69</td>
<td>1.44</td>
<td>0.81</td>
<td>0.48</td>
<td>0.17</td>
<td>0.5</td>
</tr>
<tr>
<td>$A_R$</td>
<td>5.63</td>
<td>5.63</td>
<td>5.63</td>
<td>5.80</td>
<td>5.63</td>
<td>5.80</td>
<td>5.63</td>
</tr>
<tr>
<td>$\tau_{PM}$</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6.9</td>
<td>5.27</td>
<td>6.9</td>
<td>7</td>
</tr>
<tr>
<td>$\beta_P$</td>
<td>21.63</td>
<td>49.38</td>
<td>30.88</td>
<td>91.74</td>
<td>6.15</td>
<td>14.0</td>
<td>21.0</td>
</tr>
<tr>
<td>$\kappa_P$</td>
<td>1.38</td>
<td>1.16</td>
<td>0.26</td>
<td>0.32</td>
<td>3.48</td>
<td>0.69</td>
<td>0.90</td>
</tr>
<tr>
<td>$K_P$</td>
<td>3.41</td>
<td>10.82</td>
<td>2.46</td>
<td>8.01</td>
<td>11.66</td>
<td>3.79</td>
<td>4.0</td>
</tr>
<tr>
<td>$G$</td>
<td>0.008</td>
<td>0.0038</td>
<td>0.0083</td>
<td>0.008</td>
<td>0.01</td>
<td>0.008</td>
<td>0.005</td>
</tr>
</tbody>
</table>
match the data reasonably well for the neutrophils (Fig. 3) as well as for the erythrocytes and platelets (not shown). This confirms that the new model, with the G-CSF coupled to the cell population dynamics, is capable of reproducing the data. The least-squares differences between the simulations and the data were not significantly less than the values reported in Colijn and Mackey [1]. These were the estimated, not fitted, values for the treated parameters; we are able to match observed data without automated parameter fitting based simply on an examination of the treated data and the parameter changes for dogs 100, 118, and 127.

Treatment schedules
For each dog, we perform simulations comparing daily treatment, treatment every other day, and treatment every three days. We find that particularly for dogs 100, 101, 118, and 127, changing the period of the treatment can significantly affect the nature of the oscillations. Figure 4 shows the results of treating dog 118 every other day, rather than every day.

We also explore the effects of changing the time at which the treatment is initiated. In most cases, this does not significantly change the long-term behavior. However, for dog 127 the amplitude of the oscillations is significantly reduced when the treatment is initiated in the latter half of the cycle. More specifically, measured from day 1 (defined here to be the day when the neutrophil level reaches its minimum), we find that smaller oscillations occur if treatment is initiated on day 8 or afterwards, or on days 2 or 5 (see Fig. 5). When treatment is initiated on other days, larger oscillations in the model results. We were aware from our previous study [20] of similar models that there is the possibility that two or more qualitatively different states can be locally stable, and we have also found evidence for this in the present model. Namely, changing the treatment onset time from day 1 to day 8 for dog 127 caused the simulation to stabilize to two very different types of behavior.

It should also be noted that increasing the G-CSF dosage in the model sometimes helped to stabilize oscillations (dog 127), but in several cases (dogs 100, 128, and 101) a dosage increase from 5 μg/kg to a dosage in the range of 15 to 25 μg/kg caused some simulations to fail. In those simulations, the differentiation rate out of the stem cells was so high, and the apoptosis rate in the stem cells was so high, that the stem cell population was no longer able to maintain itself. For the other dogs, there was always a dosage that was sufficiently high to terminate the simulation, but it was sometimes a factor of 10 higher than the actual dosage given.

Figure 4. Simulations for dog 118 when we administer G-CSF daily (top panel), every other day (middle panel), and every third day (bottom panel). Treatment always starts on day 300. Notice the change in the amplitude of the oscillations depending on the treatment regime. Neutrophil units are in $10^8$ cells-kg$^{-1}$.
Conclusion
We have developed a model of the hematopoietic system (including the bone marrow stem cells, circulating neutrophils, platelets, and erythrocytes) that includes a pharmacokinetic model of G-CSF dynamics in tissue and in circulation. The model is able to account for the features of untreated and G-CSF-treated data for dogs with cyclical neutropenia. This is accomplished by fitting parameters for 3 dogs and thereby estimating, not fitting, parameters for 4 other dogs.

One of the most intriguing observations resulting from the parameter fitting in this study, as in Colijn and Mackey [1], is that to fit observed data for cyclical neutropenic dogs and human patients during G-CSF treatment it was necessary to model an increase in the rate of apoptosis $g_S$ in the stem cell compartment during G-CSF treatment. Decreasing the rate of reentry $k_0$ into the proliferative phase of the stem cells, which would mimic terminal differentiation that bypasses cell division in the HSC compartment, does not have the same dynamical effect on oscillations that increasing $g_S$ does. However, we are aware that an examination of the impact of G-CSF on HSC models would require a more detailed investigation of the proliferation/maturation process. It was also necessary to model the more expected increase in neutrophil amplification (consistent with an inhibition of apoptosis in the proliferating neutrophil precursors).

Our results indicate that changing the period of the treatment from daily to every other day, and then to every third day, almost always significantly alters the nature of the oscillations. Furthermore, we found in one case (dog 127) that changing the time of onset of treatment to the latter half of the cycle (as measured by setting day 1 to be the day when the neutrophil level is minimal) results in much smaller amplitude oscillations in the treated simulation. Since G-CSF is costly and may have painful side effects, it may be worth exploring this option further in humans. Preliminary investigations with this model indicate that for humans, the same qualitative conclusion holds, namely that different timing and schedules have significant impact on the oscillations. However, in humans it is often impractical to collect the daily (or, even more useful for modeling purposes, more frequent than daily) cell counts that would be needed to inform modeling efforts.

Figure 5. Simulations for dog 127 when we change the time at which daily G-CSF treatment is initiated. If day 1 represents the day at which the nadir occurs, we see starting treatment day (STD) is 1 (top), STD = 2 (second panel), STD = 4 (third panel), and STD = 9 (bottom). We can either have large amplitude oscillations (panels 1 and 3) or small oscillations (panels 2 and 4). Neutrophils are in units of $10^8$ cells-kg$^{-1}$. 
In the model, both of these interventions (changing the treatment period, and changing the onset time) had more significant effects on the oscillations than did changing the G-CSF dosage. Indeed, increasing the dosage was not seen to be a viable option in our simulations, as it frequently led to the termination of the simulation rather than to the stabilization of oscillations.

The observed data are highly variable from one dog to another, but the simulations can be individualized to account for this. This presents the possibility of using “real-time” data for a given dog to individualize model simulations and make predictions about the effects of different treatment schedules.

Earlier modeling work also suggested that significantly different behavior would result from different G-CSF treatment schedules [20]. Our model substantiates this, and quantifies the effects using realistic G-CSF dynamics and yielding simulations that are directly comparable to observed data. Our central result is that in the model, changing the time of treatment initiation and/or the period of treatment may result in equally good, or better, long-term outcomes and may require less G-CSF. These changes would be practical to implement and, if less G-CSF were required, would reduce the risk of side effects as well as the cost of treatment.
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Appendix: The model

Model structure

The model has several negative feedback functions that regulate stem cell proliferation and differentiation into the three circulating cell types. In this model, as in the one presented in [1], these are given by:

\[
\beta(Q) = k_0 \frac{\theta_Q^2}{\theta_Q^2 + Q^2}
\]
\[
\kappa_N(N) = f_0 \frac{\theta_N^2}{\theta_N^2 + N^2}
\]
\[
\kappa_P(P) = \frac{\kappa_P}{1 + K_P P^r}
\]
\[
\kappa_R(R) = \frac{\kappa_R}{1 + K_R R^{nc}}.
\]

We must also specify an input function \( I(t) \) that represents the subcutaneous G-CSF injections. We assume that this input is brief in duration, and that the total amount of G-CSF added corresponds to the desired dosage, namely:

\[
\int_{\text{after}}^{\text{before}} I(t) \, dt = \text{dosage}.
\]

Note that if \( \sigma \) is small, a Gaussian-like input approximates a Dirac \( \delta \)-function, and we can write

\[
\int_{\text{after}}^{\text{before}} ae^{-r^2/\sigma^2} \, dt = \int_{-\infty}^{\infty} ae^{-r^2/\sigma^2} \, dt = a\sigma\sqrt{\pi}.
\]

Therefore to simulate periodic injections, we let

\[
I(t) = H(t-d)ae^{-(t \mod T - T/2)^2/\sigma^2},
\]

where \( H(t) \) denotes the Heaviside step function

\[
H(t) = \begin{cases} 
0 & t \leq 0 \\
1 & t > 0.
\end{cases}
\]

The day on which treatment is initiated is denoted by \( d \), and the Heaviside function simply turns the injections on. The term “\( t \mod T \)” ensures periodicity, and we require that \( T >> \sigma \) so that the approximation to the integral remains valid. Finally, we ensure that (3) holds by choosing the parameter \( a \) such that \( a\sigma\sqrt{\pi} = \text{dosage} \). It remains only to describe how the G-CSF acts on the hematological portion of the model. Because we believe from previous modeling efforts that \( \lambda_N, \gamma_S, \) and \( \theta_1 \) are the parameters that need to change under G-CSF, we model G-CSF injections as causing fluctuations in these three parameters:

\[
\lambda_N = \lambda_N^{untr} (1 - H(t-d)) + H(t-d)(m_A(G - \bar{G}) + \lambda_N^u)
\]
\[
\gamma_S = \gamma_S^{untr} (1 - H(t-d)) + H(t-d)(m_S(G - \bar{G}) + \gamma_S^u)
\]
\[
\theta_1 = \theta_1^{untr} (1 - H(t-d)) + H(t-d)(m_t(G - \bar{G}) + \theta_1^u)
\]

The superscripts “tr” and “untr” respectively indicate values corresponding to values that, in the model without the dynamics of G-CSF, match treated and untreated data respectively. The parameters \( m_A, m_S, \) and \( m_t \) are slopes that specify how much \( \lambda_N, \gamma_S, \) and \( \theta_1 \) change in response to a given change in G-CSF concentration, \( G. \bar{G} \) is the average G-CSF concentration for each data set. These were computed using the G-CSF model alone (without the cell types coupled to it), and using the average neutrophil levels in each data set.
the neutrophil, platelet, and erythrocyte compartments, are the same as in Colijn and Mackey [1]. Colijn and Mackey, setting $t < 1/2 = \ln(2/(\alpha N + \gamma))$. With the half-lives and circulating neutrophil counts in Stute et al. [25] and Kearns et al. [30], this gives a range of $\alpha$ between 0.015 and 0.03 kg/hr. To check the validity of this determination, and to ensure that the model is giving a reasonable description of G-CSF dynamics, we digitized a time series of G-CSF concentration from Stute et al. [25] and fit the model simulations to these data. The fit is shown in Figure 6. The value of $\alpha$ from the fit is 0.03, consistent with the above estimate.

**Parameter estimation**

There are a number of parameters to be estimated, and many of these have been considered in previous modeling studies [1,2,11]. Our baseline parameters for the HSC compartment, and the neutrophil, platelet, and erythrocyte compartments, are the same as in Colijn and Mackey [1]. Colijn and Mackey [1,2] can be consulted for an extensive discussion of how these parameters were determined.

Some of the pharmacokinetic parameters for the G-CSF portion of the model can be taken from published data on G-CSF kinetics. We require estimates of the transfer rates $k_T$ and $k_B$, the volume $V_B$, and the parameters $\alpha$ and $\gamma_G$, which give the clearance rate of G-CSF from the bloodstream. Hayashi et al. [27] and Kuwabara et al. [28] determined $k_T = 0.06$ hr$^{-1}$ and $V_B = 76$ mL/kg, while Vainstein et al. [29] give $\gamma = 0.06$ hr$^{-1}$. We use $k_B = 0.25$ hr$^{-1}$, which is larger than the value 0.1 given in Hayashi et al. [27] but which we needed to reach the observed levels of G-CSF using the approximate I(t) input. It only remains to estimate $\alpha$, which relates the number of circulating neutrophils to the clearance of G-CSF. Given a known value for $N$ on the day of treatment, and the G-CSF concentration as a function of time, the half-life can be related to the clearance rate by $t_{1/2} = \ln(2/(\alpha N + \gamma))$. With the half-lives and circulating neutrophil counts in Stute et al. [25] and Kearns et al. [30],
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