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Abstract

Countercyclical fluctuations in the price of investment in consump-

tion units are often attributed to investment-specific technology shocks.

This paper examines two alternative sources for such fluctuations:

sector-specific markup variations, and cross-sectoral differences in the

intensity of materials usage. Procyclical competition and the higher

variability of investment relative to consumption decreases the relative

price of investment during expansions. Secondly, greater use of inter-

mediate inputs, which amplifies productivity shocks, in investment-

producing sectors has a similar effect. Empirically, I find that each

of these two mechanisms accounts for about one-sixth of the observed

fluctuations in the price of investment.
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1 Introduction

Sector-specific productivity shocks have become a standard feature in tech-
nology driven models of the business cycle at least since a seminal work by
Greenwood et al. (2000) Greenwood et al. (2000) on the subject. Studies have
focused on investment-specific shocks to explain the negative correlation be-
tween investment and its relative price (in terms of consumption goods) that
is observed in U.S. data, the idea being that a positive shock on productivity
in the investment sector pushes up output in that sector while pushing down
its relative price. A number of authors have concluded that these shocks
play a quantitatively important role in shaping the business cycle: Green-
wood et al. (2000) argues that one-third of output fluctuations is due to such
shocks, while Fisher (2006), Justiniano and Primiceri (2008) and Justiniano
et al. (Forthcoming) find that their contribution is more than half; Schmitt-
Grohé and Uribe (2008), on the other hand, come to the conclusion that
investment shocks play a negligible role.

The present paper examines two alternative sources of counter-cyclical
fluctuations in the price of investment, namely movements in sector-specific
price markups and secondly, sectoral differences in materials (intermediate
inputs) usage.

Research (see Rotemberg and Woodford, 1999 and Bloch and Olive, 2001)
indicates that competition among firms increases during booms which results
in a fall in output prices relative to factor prices, making for countercyclical
markups. Given that investment is more variable than consumption over
the business cycle, markups will be more variable in the former sector. It
therefore follows that during a boom, the price of investment in terms of
consumption goods will fall, leading to a negative correlation between in-
vestment and its relative price. While others have examined the effect of a
long-run decline in such markups (see for example Ramey, 1996), the present
paper focuses on the short-run implications of these fluctuations.

A well-known problem for many RBC models which feature countercycli-
cal movements in the price of investment is their inability to replicate the
high degree of comovement in sectoral output observed in the data. However,
Hornstein and Praschnik (1997) and Horvath (2000) show that by taking into
account the pervasive use of materials in the U.S. economy, one can gener-
ate an amount of sectoral comovement which is broadly in line with the
data. Boldrin et al. (2001) has shown that by introducing habit formation
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in consumption improves the results. Lastly, Monacelli (2009), introduced
borrowing constraints in a New Keynesian model and examined the effects
of a monetary shock.

As pointed out, another source of volatility in the price of investment,
is materials usage by sector. Specifically, sectors that use materials in-
tensively are less affected by increases in factor prices (wages and interest
rates) during upswings, making for a situation in which the relative prices of
their goods will decrease. As the investment goods-producing sector is more
intermediate-goods intensive, it follows that this will lead to countercyclical
movements in the price of investment.

To formalize this, the monopolistic competition framework found in Gali
and Zilibotti (1995) is adopted, in which each industry is composed of an
endogenous number of establishments paying a fixed operating cost and op-
erating under Cournot competition. A positive productivity shock will then
result in the entry of new establishments, leading to an increase in compet-
itive pressure and thus a fall in markups. This is similar to Jaimovich and
Floetotto (2008) except for the fact that in this model markups are sector-
specific.

Empirically, I proceed in two stages. In the first, I choose an identifi-
cation strategy that directly infers markup-induced movements in the price
of investment from sectoral quarterly data on the number of establishments
(reference). Using the equilibrium conditions of the model outlined above,
one can derive an expression for the price of investment which depends exclu-
sively on the number of establishments in each sector and on model parame-
ters. In a second stage, the model is simulated, in order to establish whether
the recovered fluctuations in the price of investment are consistent with the
model’s simulated moments. Inferring price movements directly from data
on the number of establishments and comparing the results with simulated
moments allows us to check whether the simplified modeling of entry and exit
has implications which are consistent with the data. Both methods show that
sector-specific markups account for approximately one-sixth of the volatility
in the price of investment. Sectoral differences in materials usage intensity
account for another one-sixth, which combined account for one-third of the
volatility.

The findings are consistent with Schmitt-Grohé and Uribe (Forthcom-
ing) who show that total factor productivity and the relative price of invest-
ment are cointegrated, and that a common stochastic trend in neutral and
investment-specific productivity can account for three-fourths of the variance
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in the growth rate of output. This model, however, only considers tempo-
rary shocks; permanent shocks would have permanent effects on the price
of investment, by lowering markups, and because of the mentioned materi-
als usage asymmetry; both effects would lead to the cointegration relation
mentioned above. This raises the possibility that the fluctuations which
Schmitt-Grohé and Uribe (Forthcoming) attribute to a common stochastic
trend are, in fact, due to purely neutral shocks.

Dos Santos Ferreira and Lloyd-Braga (2005) show that in models with
counter-cyclical market power, indeterminacy and multiplicity of steady-
states may arise in the presence of market power. In order to keep the
paper simple, I focus on local approximations around stable steady-states,
thereby disregarding the above issue.

The paper is organized as follows: section 2 presents the model; section
3 deals with its calibration; section 4 infers the movements in the price of in-
vestment from sectoral establishment data; section 5 looks at the implications
of the simulated model; and section 6 discusses the results and concludes the
paper.

2 A Multi-Sector Model with Endogenous

Markups

The economy consists of a finite number of sectors; each sector contains a
measure one of sub-sectors. As in Gali and Zilibotti (1995), within each
sub-sector, a homogeneous good is produced by an endogenous number of
establishments that pay a fixed operating cost and compete à la Cournot.
Sectoral output is made by combining sub-sectoral goods; consumption and
investment are produced by combining sectoral goods. The sectoral mod-
elization framework is similar to Ngai and Samaniego (2009), and the only
source of uncertainty in the model is a neutral productivity shock. Time is
discrete, and time subscripts are omitted when possible.

Preferences are represented by

U = E0

∞
∑

t=0

βt [log (Ct) + κ log (Nt − Lt)] , (1)

where Lt denotes hours worked at time t, Nt denotes the endowment of hours,
and β is the discount factor, with β ∈ (0, 1).
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2.1 Technology

Sectors are indexed by x ∈ {1, 2, . . . , N}, sub-sectors by m ∈ (0, 1), and
establishments in each sub-sector by n ∈ {1, 2, . . . , Nxm}.

Consumption and investment are produced under perfect competition
using a range of sectoral goods as inputs. The outputs of the representative
firm producing consumption and investment goods are

C =
∏

x

CζxC
x (2)

and

I =
∏

x

IζxIx , (3)

where Cx (Ix) is the part of aggregate output in sector x which is used to
make consumption (investment) goods. Both sectors operate under constant
returns to scale, so that

∑

x ζxC =
∑

x ζxI = 1.
Establishments producing final output in each sector x also operate under

perfect competition and use sub-sectoral goods Yxm as inputs. The output
of the representative firm in each sector x is given by the constant elasticity
of substitution function

Yx =

(
ˆ

1

0

Y
σ−1

σ
xm dm

)

σ
σ−1

, (4)

where σ corresponds to the elasticity of substitution between any two inter-
mediate goods, with σ > 1.

Finally, firm n producing sub-sectoral good m uses capital Kxmn, labor
Lxmn and materials Mixmn from each sector i as inputs. Each firm’s constant
returns to scale production technology is

Yxmn = AKαx

xmnL
θx
xmn

∏

i

Mγix
ixmn, (5)

where αx+ θx+
∑

i γix = 1. At = exp (at) (1 + γa)
t is aggregate productivity,

with γa ≥ 0 its growth rate and at a covariance stationary shock:

at = ϕat−1 + εt, εt ∼ N
(

0, σ2

ε

)

, (6)
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with 0 < ϕ < 1. Since all establishments within a sub-sector produce a
homogeneous good, total output in sub-sector m is simply the sum of each
firm’s production:

Yxm =
∑

n

Yxmn.

The total amount of materials used by sub-sector xm is

Mixm =
∑

n

Mixmn.

Establishments within each sub-sector compete à la Cournot. The num-
ber of establishments in each industry is determined under free entry. In
order to operate, each establishment needs to pay a fixed operating cost of
φx in terms of its own production; this cost is sector-specific and grows at
the average growth rate of sectoral output.

Sectoral output Yx is used for producing consumption and investment
goods, as an input in each sub-sector, and for covering fixed costs:

Yx ≧ Cx + Ix +
∑

i

∑

m

Mxim + φx

ˆ

1

0

Nxmdm. (7)

Capital and labor are homogeneous and can be freely reallocated across
sectors, industries and establishments at any point in time. Aggregating
across establishments n, sub-sectors m and sectors x yields the following
resource constraint for aggregate capital:

K ≧
∑

x

Kx, (8)

where Kx =
´

1

0

(

∑Nxm

n=1
Kxmn

)

dm is the total capital stock used by sector x.

Similarly, the resource constraint for labor is

L ≧
∑

x

Lx, (9)

where Lx =
´

1

0

(

∑Nxm

n=1
Lxmn

)

dm. The law of motion for Kt is

Kt+1 = (1− δ)Kt + It, (10)

where δ stands for the physical depreciation rate of capital.
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2.2 Competitive Equilibrium

The representative agent maximizes his utility (1) subject to his budget con-
straint

(1 + rt)KtPI,t + wtLt −Kt+1PI,t − CtPC,t ≧ 0,

where r and w stand for the rental rates of capital and labor, while PC and PI

denote the price of consumption and investment. The first order conditions
with respect to Kt and Lt are

PI,t

Ct
= βEt

[

(1 + rt+1)
PI,t+1

Ct+1

]

, (11)

wt

Ct
=

κ

(Nt − Lt)
. (12)

The representative firm producing consumption and investment goods
maximizes

π∗
C = max

{Cx}
N
x=1

C · PC −
∑

x

CxPx

and
π∗
I = max

{Ix}
N
x=1

I · PI −
∑

x

IxPx,

where Px is the price of sectoral good x. The first-order conditions for the
choice of inputs Cx and Ix are

Px = ζxC
C

Cx
PC (13)

and

Px = ζxI
I

Ix
PI . (14)

In each sector x, the representative firm chooses its inputs {Yxm}
1

m=0
to

maximize its profits πx given sub-sectoral goods prices Pxm:

π∗
x = max

{Yxm}1m=0

[

(
ˆ

1

0

Y
σ−1

σ
xm dm

)

σ
σ−1

Px −

ˆ

1

0

YxmPxmdm

]

. (15)

The first order condition for Yxm yields the usual demand function for each
intermediate good m in sector x:

Pxm =

(

Yx

Yxm

)1/σ

Px. (16)
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As pointed out, establishments within each sub-sector xm compete à la
Cournot. A given firm n producing the intermediate good Yxmn chooses its
inputs Kxmn and Lxmn and Mixnm to maximize profits, taking as given other
establishments’ decisions:

π∗
xmn = max

Kxmn,Lxmn,

{Mixmn}
N
i=1

[

YxmnPxm − (r + δ)PIKxmn − wLxmn −
∑

i

MixmnPi − φx

]

,

(17)
where Pxm is given by the demand for good Yxm in equation (16). The first
order conditions for Kxmn and Lxmn satisfy

PI (r + δ) =

(

1−
Yxmn

σYxm

)

αx
Yxmn

Kxmn
Pxm, (18)

w =

(

1−
Yxmn

σYxm

)

θx
Yxmn

Lxmn

Pxm, (19)

while materials inputs from each sector satisfy

Px =

(

1−
Yxmn

σYxm

)

γix
Yxmn

Mixmn

Pxmn. (20)

Considering only symmetric equilibria in which the number of establish-
ments is the same in all the sub-sectors of a given sector, and integrating
over all sub-sectors, yields the factor price equations for each sector x:

PI (r + δ) =

(

1−
1

σNx

)

αx
Yx

Kx
Px, (21)

w =

(

1−
1

σNx

)

θx
Yx

Lx

Px, (22)

and

Pi =

(

1−
1

σNx

)

γix
Yx

Mix
Px (23)

for i = {1, 2, . . . , N}. Mix is the total use of good i as an input in sector x.
Aggregating (5) across sub-sectors and establishments, one can also obtain
gross production in each sector:

Yx = AKαx

x Lθx
x

∏

i

Mγix
ix . (24)
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The equilibrium conditions differ from those found for a standard neo-
classical growth model in that there is a wedge

µx =
1

σNx

(25)

between the price of an input and its marginal productivity. This wedge
disappears as Nx, the number of establishments, goes to infinity. The ratio
of price over marginal cost is given by 1

1−µx
; however, for simplicity, I will

refer to µx as the markup for sector x.
Under free entry, the number of establishments in each sector adjusts at

each point in time to ensure that profits, which are given by equation (17),
are zero in all sectors:

π∗
xmn = 0, ∀x,m, n. (26)

Ignoring integer constraints for the number of establishments and aggre-
gating equation (26) over all intermediate goods yields the aggregate zero
profit condition for each sector:

Yxµx = φxNx, (27)

which implies that the expected profits obtained from charging a price which
is higher than marginal cost (left-hand side) are equal to the total operating
costs which are incurred (right-hand side).

Using the above expression to substitute for Nx in equation (25) then
yields the markup as a function output:

µx =

√

φx

σYx
. (28)

One can show that in a two-sector model in which output in the first (second)
sector, labeled C (I), is used exclusively to make consumption (investment)
goods, the price of investment in consumption units satisfies:

PI

PC
=

[

(1− µC)
γCC+γIC

(1− µI)
γCI+γII

[(r + δ)PI ]
αI−αC wθI−θC ·Θ

]

1

γCI+γIC

,

where Θ is a constant which depends on technology parameters (see appendix
A). If the model is symmetric, i.e., if technology parameters are the same in
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both sectors:

γCC = γCI ,

γIC = γII ,

αC = αI ,

θC = θI ,

the price of investment becomes

PI

PC

=
1− µC

1− µI

=

(

1−

√

φC

σYC

)

/

(

1−

√

φI

σYI

)

. (29)

In this case, all movements in the relative price of investment are due
to sector-specific markup fluctuations; markups in each sector depend nega-
tively on sectoral output. In the presence of comovement between the pro-
duction of consumption and investment goods, fluctuations in µI will dom-
inate as long as investment is more volatile than consumption, leading to a
countercyclical movement in the price of investment.

In the case of perfect competition the price of investment is (with PC

normalized to one):

PI =
[

(r + δ)αI−αC wθI−θC ·Θ
]

1

γCI+γIC+αC−αI .

During an expansion, the interest rate r and wages w will increase; sec-
tors which are heavier users of materials will be more affected by this, and
the price of their output will increase relative to other sectors’ prices. As
I will show, sectors which mainly produce investment goods use a greater
proportion of materials. In the simplified two-sector model, this implies ei-
ther αI < αC , θI < θC , or both. Hence, asymmetry in materials usage is
another source of counter-cyclicality in the price of investment. The effect is
weakened and could even be reversed if the capital share of income is much
larger in the investment sector, i.e., if αI > γCI+γIC+αC . However, it turns
out that that the capital share of income is actually smaller than average in
sectors which mainly produce investment goods.

Notice that the shock to productivity ε is neutral in the sense that it
affects all sectors’ productivity in the same way; however, it does affect the
relative price of sectoral goods in the case of ‘asymmetric’ (in the sense
described above) economies.
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An equilibrium for this model is defined as a sequence

{Xt}
∞
t=0

for X = {C, I, Cx, Ix, Kx, Lx,Mxi, A, Px, Nx, w, r} ∀x, i

which satisfies the first order conditions for the households’ problem (11) and
(12) and for the production of consumption and investment goods (13) and
(14), N · (N + 2) factor price equations (21 through 23), the law of motions
for capital (10) and for aggregate productivity (6), the resource constraints
for sectoral output (7), capital (8), and labor (9), and the expression for the
number of establishments in each sector (27) and markups (28); the price of
good 1 is normalized to one. The model is normalized, and simulated using
Dynare (see Collard and Juillard, 2001).

3 Calibration

The parameters that need to be determined are the discount rate β, the cap-
ital depreciation rate δ, the steady-state growth rate of aggregate output per
capita, γY , the parameter determining the elasticity of substitution between
intermediary goods σ, the variance of the neutral shock σε, and the vectors
of technology parameters

α =
[

α1 · · · αN

]

,

θ =
[

θ1 · · · θN
]

,

γ =







γ11 . . . γ1N
...

. . .
...

γN1 . . . γNN






,

ζC =
[

ζ1C · · · ζNC

]

,

ζI =
[

ζ1I · · · ζNI

]

,

and
φ =

[

φ1 · · · φN

]

.

Quarterly data on the number of establishments is available for 13 sectors
covering the entire private non-farm economy. In order to fully utilize this
data set, the model is calibrated to match those same 13 sectors, where N is
the number of sectors. The sample period is 1992:3-2009:3, which corresponds
to the years for which sectoral establishment data is available; The length of
a period is set to one quarter.
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Table 1: Parameterization

Parameter Value Parameter Value

β 99% κ 1.79
δ 1.96% ϕ 95%
γY 0.58%

The growth rate of output γY , the depreciation rate δ, and the standard
error of the productivity shock σε, are set to match the following average
quarterly values for aggregate U.S. data: a real growth rate of output per
capita of .58%; a quarterly depreciation rate of 1.96%; and an output volatil-
ity of 1.44%. κ is set such that the average fraction of time spent working is
one-third; the discount factor β is set to .99; and ϕ, the parameter governing
the persistence of technology shocks, is set to .95.

Given that σ and φx always appear together in the equilibrium equations,
they cannot and need not be estimated separately. Instead, the relevant
variable for calibration is the markup over gross production, which is equal
to

Φx =
Yx

Yx − φxNx

− 1 =
µx

1− µx

.

Jaimovich and Floetotto (2008) find that estimates in the literature for
this markup range between 5% and 15%. Given an absence of reliable data
on the size of markups in individual sectors, σ and φx are set such that Φx is
equal to 10% in all sector; results for Φ = 5% and Φ = 15% are also reported.

Since σ is undetermined, this means that the same is true for the number
of establishments, which is equal to (from 25):

Nx =
1

σµx

.

The competitivity of a sector depends jointly on the elasticity of substitution
between the sub-sectoral inputs, and the number of establishments competing
in each sub-sector. What matters in the context of this model, then, is not
the absolute number of competitors, but its volatility along the business
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cycle; in any case, the number of competitors a given buyer faces in any
(geographically or otherwise) fragmented sector cannot be easily determined.

Estimates for α, θ, γ, ζC and ζI are obtained from the 2002 sectoral use
and make tables from NIPA’s input-output accounts, following the method-
ology in Accolley and Gabler (2010) (see appendix B).

Table 1 contains a summary of some of the chosen parameters; the sector-
specific parameters are listed in Appendix B.

4 Inferring Markup-Induced Movements in the

Price of Investment

The goal here is to identify markup-induced movements in the relative price
of investment from the observed series for the number of establishments.
The chosen strategy is to use the model’s equilibrium conditions to back
out an expression for the price of investment as a function of the number of
establishments in each sector.

Gross production in sector x is (equation 24):

Yx = AxK
αx

x Lθx
x

∏

i

Mγix
ix . (30)

Replacing Kx, Lx and Mjx by their optimal values from equations (21)
through (23), and simplifying, one gets the following expression:

1 = (1− µx)PxA

[

αx

(r + δ)PI

]αx
[

θx
w

]θx
∏

i

[

γix
Pi

]γix

.

It follows that the logarithm for the price of good x is:

log (Px) = Ωx + αx log [(r + δ)PI ] +
∑

i

[γix logPi] ,

where

Ωx = − log (A)− log (1− µx)− αx logαx − θx log θx

+θx logw −
∑

i

(γix log γix) . (31)
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Table 2: Markup-induced Movements in the Price of Investment

Actual Series Estimated Series
Statistic1 NIPA Cummins and Violante (2002) Φ = 5% Φ = 10% Φ = 15%

(a) (b) (c) (d) (e)

σPI/Pc
0.68 0.71 0.06 0.12 0.23

σPIe/Pc
0.70 0.96 0.05 0.11 0.20

One can get a similar expression for the price of investment from equations
(3) and (14):

log (PI) = Ψ +
∑

x

ζxI log (Px) ,

where
Ψ = −

∑

x

ζxI log (ζxI) .

This leads to the following system of equations:











logP1

...
logPN

logPI











=











Ω1

...
ΩN

Ψ











+

[

γ′ α′ log (r + δ)
ζI 0

]











logP1

...
logPN

logPI











, (32)

which simply says that the price of good x depends on the price of inputs,
weighted by their respective expenditure shares. Solving this system yields











logP1

...
logPN

logPI











=

(

ĨN+1 −

[

γ′ α′ log (r + δ)
ζI 0

])−1











Ω1

...
ΩN

Ψ











, (33)

where ĨN+1 is the identity matrix of size N + 1.
From equation (25), markups depend on the number of firms:

µx =
1

σNx
.
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Given the parameters estimated in section 3 and sector-specific time series for
the number of establishments, one can then infer the movements in the price
of investment that are induced by changes in the number of establishments,
while keeping everything else constant.

The time series for the price of consumption (investment) is obtained by
chain-linking commodities using the price series obtained above, weighing by
commodity expenditure shares ζxC (ζxI), and dividing through by nominal
consumption (investment). In the same way, one can obtain a price series for
equipment investment, after subtracting construction expenditures from the
commodity expenditure shares ζxI .

The U.S. Bureau of Labor Statistics’ Business Employment Dynamics
database2 contains quarterly data on the number of establishments across 13
private non-farm sectors, for the years 1993:3 - 2009:3. The covered sectors
are listed in Table 4. Without loss of generality, the number of establishments
in each sector, Nx, is exponentially detrended, and σ is set such that the
average markup over gross output is Φx = 10%.

The wage rate in (31) is obtained by dividing total employment expen-
diture from the ‘use’ table by total employment from the BLS Employment
Dynamics database, for the year 2002. For the interest rate in (32), I use 1%
per quarter.

The observed negative correlation between total investment and its (rel-
ative) price stems from movements in the price of equipment (Figure 1a).
Indeed, the price of structures is actually positively correlated with quantity
(Figure 1b). Because of this, this paper focuses on the price of equipment
when comparing volatilities. In practice, this choice does not matter much,
because it turns out that within the sample period, the observed and esti-
mated volatilities for total investment and equipment prices are very similar
(Table 2, columns a, c, d, e).

As is well known, National Income and Product Accounts (NIPA) data
underestimates the rate of technological progress in equipment investment.
Based on Gordon’s (1990) measures of the quality-bias in the official price
indexes, Cummins and Violante (2002) constructed a quarterly series for the
price of equipment investment. Their series is somewhat more volatile than
NIPA’s, but it ends in 2000, so that volatilities are reported both for NIPA
data and for Cummins and Violante’s corrected series.

The estimated series is significantly negatively correlated with equipment

2http://www.bls.gov/bdm
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Figure 1: Cross-correlation Functions, Actual Prices

−16 −8 0 8 16

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Lags (quarters)

C
or

re
la

tio
n

−16 −8 0 8 16

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Lags (quarters)

C
or

re
la

tio
n
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and its Relative Pricea and its Relative Priceb

aCorrelation between equipment investment at time t and its price in consumption
units at various lags.

bCorrelation between non-residential structures investment at time t and its price in
consumption units at various lags.
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Figure 2: Cross-correlation Functions, Predicted Prices
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(a) Equipment Investment (b) Actual and Predicted
and its Predicted Pricea Price of Equipmentb

aCorrelation between equipment investment at time t and its predicted price in con-
sumption units at various lags.

bCorrelation between the observed price of equipment investment in consumption units
at time t and its predicted price at various lags.
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investment (Figure 2a), which implies that the volatility in the number of
establishments is higher for sectors which (directly or indirectly) produce
many equipment investment goods. Also, the correlation between the actual
and estimated series is .26, significant at the 5% level (Figure 2b).

The results are reported in Table 2. The variability of the estimated se-
ries for the price of equipment (second row) ranges between .05% and 0.20%,
thus accounting for between 8% to 29% of the volatility in the price of equip-
ment (between 5% and 21% if one takes Cummins and Violante’s series as
the reference point). In the benchmark case, markup fluctuations account
for slightly less than one-sixth of the fluctuations in the price of equipment
investment (one-ninth using Cummins and Violante’s series).

5 Simulation

I now look at how much investment price volatility a multi-sector model with
sector-specific markups can generate when all shocks are neutral. In order to
maximize comparability with the analysis in Section 4, the simulated model
features the same 13 sectors used in that section.

Table 3 contains a number of statistics characterizing the behavior of the
U.S. economy over the sample period (column e), along with the correspond-
ing statistics for the model. In order to obtain the series for aggregate output
Y , consumption and investment are chain-weighted, as they are in the data.

Columns (b), (c) and (d) contain the results of simulating the model
for an average gross markup of 5%, 10%, and 15%, which covers the range
which is considered plausible in the literature, as discussed in the previous
section. Column (f) lists the statistics for a standard one-sector model with
no markups (Φ = 0), no materials usage, and calibrated according to the
procedure described in Section 3. For each case, the variance of the neutral
shock, σε, is set to replicate the observed volatility in aggregate output, σY .

The multi-sector model does about as well—and sometimes better—at
replicating standard business cycle moments than the one-sector model. Both
models generate too little volatility in consumption. This is partly due to
the fact that the calibration procedure described in Appendix B tends to
underestimate sectoral labor shares, because it uses industry data on the
compensation of employees, which does not include all of wage income—since
capital income is less volatile, this makes consumption smoother. Because
markup movements in (mainly) consumption-producing sectors counteract
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these same movements in investment-producing ones, smoother consumption
implies a lower volatility in the price of investment. However, it turns out
that linearly increasing the labor income shares in all industries to match
the 72% of total income found by Gomme and Rupert (2007) increases the
volatility of consumption to .50%, but leaves the volatility of the price of
investment virtually unchanged.

The model does reasonably well in replicating the high degree of comove-
ment between consumption and investment which is observed in the data;
however, higher markups lead to more fluctuations in the price of investment,
which drives down comovement. The multi-sector model also generates more
volatility in hours worked than the one-sector model. Because of the com-
bined amplification effect of markups and materials usage on productivity,
the standard error needed to replicate the observed output volatility is re-
duced on average by a factor three, when compared to the one-sector model.

As mentioned in the previous section, the paper focuses on explaining the
observed movements in the price of equipment investment; hence, the volatil-
ity which is reported in column (a) is for the price of equipment investment.
In the model, no distinction is made between different types of investment
goods, so that implicitly the price of equipment will be equal to the price of
total investment.

Due to the absence of other perturbations to the price of investment, the
model implies that (equipment) investment and its relative price are perfectly
negatively correlated; in the data, this correlation is −.54.

The model generates between 21% and 39% of the observed volatility
of the price of investment (between 16% and 28% if one takes Cummins
and Violante’s (2002) equipment price series as a reference point). However,
markup movements are not the only source of price fluctuations in the model:
sectors which spend a higher than average share of their expenditure on
materials are less affected by increases in factor prices during booms, so that
their relative price goes down.

A simple measure for the materials intensity of consumption (investment)
goods is the average sectoral materials expenditure share, weighed by the ex-
penditure shares in the production of consumption (investment), which is
equal to

∑

x

∑

i ζxCγix (
∑

x

∑

i ζxCγix). This is 49% for consumption goods,
and 59% for equipment investment (55% for total investment). Hence, ampli-
fication will be stronger in the investment sector, leading to a countercyclical
movement in the price of investment. One can estimate this effect by calibrat-
ing the model for Φ = 10% (the benchmark case; Table 3, column c), setting
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Table 3: Business Cycle Statistics

Statistica Data Multi-sector Model One-
sector
Model

Φ = 5% Φ = 10% Φ = 15% Φ = 0 Φ = 0
(a) (b) (c) (d) (e) (f)

σY 1.44 1.44 1.44 1.44 1.16 1.44
σC 0.74 0.38 0.40 0.40 0.35 0.35
σI 5.30 5.00 6.04 7.70 4.60 4.15
σL 1.12 0.78 0.78 0.80 0.59 0.67
σPIe/Pc

0.70 0.15 0.20 0.27 0.09 0
ρ (C, I) 79 72 66 53 77 76
ρ (I, PIe/PC) −54 −99 −99 −99 −99 −
σε − 0.360 0.294 0.225 0.294 0.880

aσX denotes the standard deviation of variable X , and ρ (X,Y ) denotes the correlation
between variables X and Y , where X and Y are logged and Hodrick-Prescott filtered prior
to analysis. Both statistics are reported in percentage terms. All simulated moments are
averages for 500 simulations of sample size 70.
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markups to zero, and simulating the model. The results are listed in column
(e): the implied volatility in the price of investment decreases to 0.09. There-
fore, for the benchmark case (Φ = 10%), input share asymmetries account
for 13% (0.09/0.70) of investment price movements, and markup movements
for another 15%; the number for markup-induced movements is virtually the
same as that found in Section 4.3

One may be concerned by the fact that entering and exiting establish-
ments are on average of a smaller size than incumbents, which may limit their
effect on markup movements. However, Jaimovich and Floetotto (2008) find
that one-third of the cyclical volatility in job gains (losses) is explained by
opening (closing) establishments. They also point out that the degree of
competition in an economy depends not only on the number of establish-
ments, but also on the number of franchises, which is strongly procyclical.
They conclude that once one adopts a somewhat wider interpretation of what
determines the number of competitors in a market, there is evidence for a
sizeable variation in the degree of competition at the business cycle frequency.

Figure 3 contains the theoretical responses of some of the aggregate vari-
ables to a productivity shock, under various specifications. Responses for the
full benchmark model are shown with full lines (labeled Φ = 10%), broken
lines stand for the same model with markups set to zero (Φ = 0), and dotted
lines stand for the one-sector model described above. Markups and mate-
rials usage amplify the responses of consumption and investment (Figures
3a and 3b). The price of investment responds negatively in the case of the
multi-sector model, not only in the benchmark case (Φ = 10%), but also
when markups are set to zero, because of the asymmetries in materials usage
mentioned above (Figure 3c).

The approach above has tried to answer the following question: how
volatile would the price of investment be if there were only neutral shocks?
Alternatively, one could ask how volatile it would be if there were no move-
ments in sector-specific markups. For simplicity, I will assume that all
of the relative price movements come from either markup fluctuations or
investment-specific productivity shocks. Introducing investment shocks into

3Assuming that none of the costs an entering establishments faces are sunk greatly
simplifies the model; it is also somewhat unrealistic. Inferring price movements directly
from data on the number of establishments and comparing the results with simulated
moments is also a way to check whether the simplified modeling of entry and exit has
implications which are consistent with the data.
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Figure 3: Impulse Responses
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(c) Price of Investment (d) Average Markup
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the model implies changing equation (3) to:

I = Q
∏

x

IζxIx ,

where Qt = exp (qt) (1 + γq)
t is investment-specific productivity, with γq ≥ 0

its growth rate and qt a covariance stationary shock:

qt = ϕqt−1 + εq,t, εq,t ∼ N
(

0, σ2

εq

)

;

σε and σεq are set in order to replicate the volatilities of aggregate output
and the price of investment. The results are similar to those found above:
when markups are set to zero, the volatility in the relative price drops from
.70% to .62%, implying that sector-specific markup movements account for
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.08 percentage points of the volatility of the price of investment, down from

.11 previously.

6 Conclusion

In this paper, a multi-sector model was set up to examine the implications
of endogenous markups and asymmetries in materials usage on the price
of investment goods in consumption units. Both mechanisms were shown
to lead to a temporary fall in the price of investment after a neutral tech-
nology shock, in the first case because of a stronger decrease in markups
in (mainly) investment-producing sectors relative to those in consumption-
producing ones; and in the second case because higher materials usage in
investment-producing sectors lead to a stronger amplification of the shock in
those sectors.

In the benchmark calibration with an average markup over gross produc-
tion of 10%, the model implies that approximately one-sixth of the observed
fluctuations in the price of investment can be attributed to movements in
sector-specific markups. This finding is borne out both by direct observation
of sectoral data on the number of establishments, and from simulating the
model. Also, the simulated model implies that another one-sixth to one-
seventh can be attributed to cross-sectoral differences in materials usage. In
other terms, almost one-third of the fluctuations in the price of investment
are due to purely neutral shocks.

I feel that this is an important finding. It indicates that purely investment-
specific technology shocks may play a smaller role than previously thought,
because neutral shocks also affect the price of investment negatively. This
is consistent with Schmitt-Grohé and Uribe (Forthcoming), who find that
identified investment-specific and neutral shocks are cointegrated.

In general, I feel that this model and results provide a richer framework
in which to examine aggregate macroeconomic fluctuations. Much work,
however, remains to be done. For example, the model could be used to esti-
mate the relative size of markups across sectors, by replicating the volatility
of output for each sector. Also, because the model is compatible with the
input-output structure of national accounts, it can be used to extract infor-
mation from industry-level data of any kind, which opens up a wide range of
possible applications.
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A The Case of a Two-Sector Model

There are two-sectors; output in the first (second) sector, labeled C (I), is
used exclusively to make consumption (investment) goods. In other terms,
the technology parameters for the production of consumption (investment)
goods are

[

ζCC ζIC
ζCI ζII

]

=

[

1 0
0 1

]

,

so that
C = YC

and
I = YI .

Using the factor price equations (21) - (23) to replace Kx, Lx and Mix in
sectoral output (24), we get, for x ∈ {C, I}:

Yx =

[

αYx

(r + δ)PI

]α(
θYx

w

)θ [

(1− µx) γCxYx
Px

PC

]γCx
[

(1− µx) γIxYx
Px

PI

]γIx

.

Dividing YC by YI , and simplifying, the price of investment satisfies

PI

PC
=

[

(1− µC)
γCC+γIC

(1− µI)
γCI+γII

[(r + δ)PI ]
αI−αC wθI−θC ·Θ

]

1

γCI+γIC

,

where

Θ =
ααC

C

ααI

I

θθCC
θθII

γγCC

CC

γγCI

CI

γγIC
IC

γγII
II

is a constant which equals zero if the model is symmetric, i.e., if technology
parameters are the same in both sectors.

B Calibration Methodology

This section gives a brief explanation of the method used to calibrate the
parameters α, θ and γ. I mostly follow the procedure in Accolley and Gabler
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(2010); Basu et al. (2010) use a related methodology to estimate sector-
specific technology shocks. The data consists of the 2002 benchmark ‘use’
and ‘make’ tables provided by NIPA, before redefinitions,4 aggregated into
13 sectors, which cover all of private non-farm output. The main difficulty is
that the ‘make’ and ‘use’ tables list output and input expenditures in terms
of industries, not in terms of commodities; since an industry may produce
several commodities, one has to allocate expenditures to each commodity.
The identification assumption will be that each commodity is produced using
the same technology, no matter the producing industry.

The (transposed) ‘make’ table lists the (nominal) production of commodi-
ties for each industry:

M̄ =







Y11P1 · · · Y1NP1

...
. . .

...
YN1P1 · · · YNNPN






,

where Yxz is the production of commodity x by industry z, and Px is the
price of commodity x; N is the number of commodities (and industries).

The ‘use’ table lists (nominal) industry expenditure for materials (com-
modities), labor, and the gross operating surplus;5 its first N columns are

Ū =















M11P1 · · · M1NPN
...

. . .
...

MN1P1 · · · MNNPN

L1w · · · LNw
s1 · · · sN















,

where Mxz is the quantity of commodity x used as an input by industry z; Lz

is the quantity of labor used by industry z; and sz is gross operating surplus.
Within each industry, commodities are produced by a representative firm

using capital, labor and a range of commodities as inputs (equation 24); the
technology for producing a given commodity is the same in all industries:

Yxz = AxzK
αx

xz L
θx
xz

∏

i

Mγix
i,xz,

4NIPA makes some adjustments to industry and commodity definitions before using
those tables to estimate GDP.

5Both tables are available at http://www.bea.gov/industry/iotables.
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where Mi,xz is the amount of commodity i used by industry z to produce
commodity x. The first-order condition on Mi,xz is

Mi,xzPi = (1− µx) γixYxzPx.

Dividing each side by the total nominal production of industry z,
∑

x YxzPx,
aggregating on both sides over all commodities x, and assuming that markups
are the same for all commodities, we get

MizPi
∑

x YxzPx
= (1− µ)

∑

x γixYxzPx
∑

x YxzPx
,

which is equal to

ūiz = (1− µ)
∑

x

γixm̄xz,

where ūiz = Ūiz/
∑

x Ūxz, and m̄xz = M̄xz/
∑

x M̄xz; notice that
∑

x Ūxz =
∑

x M̄xz. Similarly, from the first-order conditions on labor (22):

ūNz = (1− µ)
∑

x

θxm̄xz.

In matrix notation,

ū = (1− µ)

[

γ
θ

]

m̄,

so that
[

γ
θ

]

=
ū · m̄−1

1− µ
.

α, the technology parameter vector for capital, is recovered from the constant
returns to scale condition:

αx = 1− θx −
∑

i

γix.

From the first-order conditions on Cx and Ix (equations 13 and 14), the
sectoral expenditure shares for producing consumption and investment goods
are:

ζxc = CxPx

CPC
,

ζxi = IxPx

IPI
.
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CxPx and IxPx are the total consumption and investment expenditures in
commodity x; they are listed in the latter columns of the ‘use’ table, under
the heading ‘final use.’

The resulting parameters are, for Φ = 10%:

α =
[

.2388 .2677 .0646 .0448 .0949 .0896 .0398 .2233 .4950 .0886 .0005 .0576 .1094
]

,

θ =
[

.1819 .2199 .5556 .2253 .4961 .4915 .4010 .2471 .1966 .5342 .5687 .4376 .3877
]

,

γ =











































.0571 .2438 .0051 .0434 .0001 .0001 .0023 .0003 .0001 .0002 .0003 .0006 .0004

.0367 .0014 .0038 .0214 .0079 .0185 .0083 .0062 .0076 .0051 .0154 .0290 .0132

.0465 .0285 .0006 .0037 .0014 .0035 .0091 .0074 .0057 .0028 .0023 .0048 .0067

.0844 .032 .1826 .4113 .0601 .0735 .1304 .0728 .0066 .0385 .0967 .1341 .0906

.0130 .0052 .0215 .0586 .0444 .0192 .0168 .0093 .0031 .0049 .0163 .0230 .0146

.0028 .0001 .0154 .0028 .0009 .0023 .0047 .0001 .0002 .0005 .0019 .0034 .0123

.0237 .0886 .0118 .0267 .0448 .0394 .1390 .0153 .0039 .0132 .0089 .0136 .0176

.0033 .0042 .0074 .0094 .0124 .0136 .0128 .1915 .0107 .0298 .0163 .0148 .0243

.1631 .0338 .0327 .0266 .0627 .1157 .0972 .0582 .1861 .0839 .1236 .0937 .1831

.1452 .0561 .0811 .1151 .1577 .1166 .1169 .1346 .0690 .1620 .1080 .1393 .1050

.0001 .0005 .0001 .0001 .0005 .0025 .0001 .0005 .0001 .0003 .0185 .0006 .0043

.0012 .0154 .0028 .005 .0062 .0057 .0104 .0241 .0089 .0237 .0117 .0340 .0158

.0021 .0027 .0150 .0059 .0100 .0089 .0115 .0092 .0065 .0123 .0112 .0139 .0150











































.

The parameters are listed in the order given by Table 4.

C Data

When series are added together they are chain-weighed. The sample period
is 1992:3 - 2009:3.

Residential investment is removed from the data by subtracting the cat-
egories for new residential construction and owner-occupied dwellings from
the ‘use’ and ‘make’ tables. Durable consumption is not removed due to
identification problems.

All aggregate quantities are expressed in per capita terms, by dividing
the original series by the U.S. Bureau of Labor Studies’ (BLS) series for
total workers. Consumption C is private non-durable consumption; I is
private investment in equipment and software and non-residential structures.
L corresponds to average weekly hours in the private sector, multiplied by
total workers; both series are from the BLS.
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Table 4: List of Production Sectors

I.O. Code Name
1 21 Mining
2 22 Utilities
3 23 Construction
4 31-33 Manufacturing
5 42 Wholesale trade
6 4A Retail trade
7 48-49 Transportation and warehousing
8 51 Information
9 52 Finance, insurance, real estate, rental, and leasing
10 53-56 Professional and business services
11 61-62 Educational services, health care, and social assistance
12 71-72 Arts, entertainment, recreation, accommodation,

and food services
13 81 Other services, except government
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