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Due to a variety of commercial and residential activities, large metropolitan areas in mid-to-high latitu-
dinal ranges are experiencing rising air temperatures compared to their surrounding rural areas. This
study investigated how this urban heat island effect (UHIE) may influence the streamflow of rivers cross-
ing large urban areas on annual and multi-decadal time-scales. In order to detect, link, and quantify dif-
ferences in meteorological and streamflow patterns between rural and large urban areas, this study
developed a methodology based on the continuous wavelet transform (CWT), cross-wavelet transform
(XWT), linear regression, as well as the Mann–Kendall (MK) test. A case study was carried out for the city
of Ottawa, Canada as the metropolitan centre, along with three surrounding rural locations (Angers, Arn-
prior, Russell), with pristine rivers crossing these locations. From roughly 1970 to 2000, air temperature
in Ottawa increased at a rate exceeding 0.035 �C/year, while parallel changes in rural areas were rela-
tively stable, and varied by less than 0.025 �C/year. The urban warming that occurred during these dec-
ades was accompanied by a significant drop in the amplitude of annual temperatures (i.e. warmer
winters). Precipitation in both urban and rural areas showed no significant trends, although the variabil-
ity in the precipitation amount decreased in both settings. Concurrently, streamflow showed decreasing
trends in both urban and rural areas. Annual amplitudes in urban streamflow (Rideau River through
Ottawa, ON) correlated positively with annual air temperature amplitudes (i.e., less severe annual flood-
ing with a decreasing winter/summer temperature contrast), whereas such a relationship was not appar-
ent for the rural stations. Moreover, the timing of the annual daily minimum temperature cycle
correlated significantly with the streamflow pattern in the urban area, i.e., early annual warming corre-
sponded to earlier annual streamflow maxima. The precipitation pattern (i.e. distribution of rain and
snowfall over time) significantly influenced the annual and long term streamflow pattern, but this influ-
ence differed little between urban and rural areas. It was also determined that the warming from the
urban heat island effect, especially during winter months, was found to perhaps reduce the severity of
the annual spring flood event in mid-to-high latitudinal continental settings.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

The expansion of urban centers has created, over the years, a
pronounced warming in urban areas relative to their rural sur-
roundings (Oke, 1973; Karaca et al., 1995; Arnfield, 2003). There
are several mechanisms caused by urbanization that can influence
streamflow. This includes human induced changes such as changes
through construction, river flow regulation to water outfall and
heated water disposal, as well as natural factors that are influenced
by urbanization. These mechanisms include altered natural causes
such ambient air temperature increases and altered precipitation
patterns in urban centers. These altered natural mechanisms can
lead to earlier snowmelt in the year, as well as changes in precip-
itation related runoff resulting in changes in temporal streamflow
patterns compared to the rural surroundings. These differences in
air temperatures in city centers, first observed by Howard (1833)
as early as the 19th century, were eventually coined under the
term ‘‘Urban Heat Island’’ (UHI) by Manley (1958), when he was
investigating changes in snowfall patterns between rural and ur-
ban areas. Over the years, research has shown that as population
increased and cities grew, so did the intensity of their UHIE (Oke,
1973; Li et al., 2004). It has also been observed that the UHIE pro-
vides additional warming to both an urban center and its immedi-
ate surrounding areas, and that this warming is more pronounced
during the winter months when commercial and residential heat-
ing are at their highest (Karl et al., 1988).
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UHIs have been studied in various parts of the world (Arnfield,
2003), with locations ranging as far as Alaska in northern latitudes
(Hinkel et al., 2003) and in warmer and drier regions such as Spain
and Turkey (e.g., Yague and Zurita, 1991; Karaca et al., 1995;
Montávez et al., 2000; Yalcin and Yetemen, 2009). With regards
to Canada, Oke has investigated temperature trends in urban cen-
ters in the St-Lawrence Lowlands as well as in the Pacific North-
west (Oke, 1973; Oke and Maxwell, 1975), with current research
now focused in detecting correlations between meteorological
conditions and the intensity of the UHI phenomenon in central
Canadian cities such as Toronto and Regina (Stewart, 2000; Moshin
and Gough, 2012).

While research on the UHIE has been previously geared towards
identifying the effect of urban warming on ambient air tempera-
tures, there has been in recent years some research that investi-
gates the possible effect of urban heating on water resources. For
example, Shepherd and Burian (2003) and Lin et al. (2011) have
examined the impact of UHIs on rainfall anomalies in coastal areas.
Their research showed that urban centers located near water
masses are becoming warmer and drier because higher rates of
evaporation in urbanized areas are blocking precipitation forma-
tion by inhibiting water vapor from being transported from the
coast. Kinouchi et al. (2007) also investigated the effect of UHIs
on water sources by looking at increases in stream temperatures
related to heat inputs from urban wastewater. Their study revealed
that there was a correlation between increases in urban stream
temperatures and increases in urban wastewater temperatures,
which they expect to increase even more in the future due to high-
er urbanization rates and a rise in energy demand and water con-
sumption. More recently, Yalcin and Yetemen (2009) have brought
forward the idea that UHIs can also have an impact on groundwa-
ter resources. From their analysis of temperature data in under-
ground layers of streams and wells near Istanbul, they observed
that the water temperatures in urban groundwater sources were
on average 3.5 �C higher than the rural groundwater sources.

Whereas it can be seen from the above examples that research
involving the UHIE on water resources is slowly gaining momen-
tum, there is still a lack of studies that directly examine the effect
of UHIs on urban streamflow patterns and variability, with past re-
search having been predominately focused on rural streamflows
(Lettenmaier et al., 1994; Krakauer and Fung, 2008). Zhang et al.
(2001) determined that, in general, streamflow in Canadian rivers
had decreased over the last 30–50 years, except for the months
of March–April when spring streamflow had increased. Projected
global climate warming over the coming century will clearly influ-
ence streamflow patterns in snowmelt-induced annual discharge
cycles typical of mid-to-high-latitude continental climate settings,
especially with regards to the patterns’ magnitude and onset
(Douglas et al., 2000). Many large, heavily populated urban centers
such as Ottawa, Minneapolis, Chicago, Berlin, Kiev and Moscow are
located in mid to high latitude continental settings. It thus be-
comes very important to characterize the effect of UHIE on the
streams that are found within these particular urban centers.

Both wavelet analysis and the Mann–Kendall test have been
used (although not together) to determine streamflow trends and
other patterns, as well as to analyze climate records in Canada.
The Mann–Kendall test (Yulianti and Burn, 1998) and wavelet
analysis (e.g., Anctil and Coulibaly, 2004; Abdul Aziz and Burn,
2006; Burn et al., 2008; Adamowski et al., 2009) have been pre-
dominately used in determining long-term (multiannual) trends
and relationships. These studies found a positive correlation be-
tween streamflows and patterns of both the El-Nino/Southern
Oscillation (ENSO) and the North Atlantic Oscillation (NAO). They
also revealed a shift in these streamflow patterns between 1950
and 1970. Nakken (1999) also used wavelet analysis to investigate
the potential anthropogenic influences on streamflow, focusing
specifically on the rainfall-streamflow pattern, and finding a strong
relationship between them.

The purpose of this study is twofold: (i) Develop a criterion to
determine and quantify the influence of overlying long-term regio-
nal and global climate trends on river flow patterns. Waveband-
specific trends and climate-streamflow relationships which have
been found to occur can be best addressed by using wavelet and
cross-wavelet transform-based amplitude and phase-lag extrac-
tion techniques and significance of trend evaluations using
Mann–Kendall tests and assessments of the significance of linear
correlations. The aim is to determine if streamflow is significantly
influenced by UHIE and, if so, at which wavelengths (time-scale).
(ii) Complete a case study for Ottawa, Canada focusing on multi-
decadal vs. annual timescale impacts of meteorological variations
on river flow patterns, based on continuous daily records from
1972 to 1998. Drawing on several rural and urban monthly climate
records, Prokoph and Patterson (2004) used wavelet and trend
analysis to determine the impact of the UHIE in the Ottawa area.
Over the last fifty years, UHIE warming in Ottawa has occurred
at a mean rate of 0.009 �C/yr, and has, in turn, strongly raised regio-
nal background warming to a rate of roughly 0.006 �C/yr. Particu-
larly large increases in urban–rural temperature differences
occurred during periods of accelerated population growth in Otta-
wa. Their results provide the basis for the climate record analysis
undertaken in this study.

2. Methodological approach

The ability to access extensive streamflow and climate records
(e.g. temperature, total precipitation) for Ottawa and its surround-
ing areas was an important aspect of this study. The records pro-
vided information on daily streamflow changes for rivers flowing
from a rural area into a high heat-island-affected city centre. For
this study, one pair of daily and monthly records from urban
streamflow/meteorological stations, and, as a control set, a rural
streamflow/meteorological pair of station records, were chosen
for detailed comparison. Data from Environment Canada (weath-
er.ec.gc.ca, and ec.gc.ca/rhc-wsc) was used as the primary source
of data for these observations. In this case study, the streamflow
discharge (F), both at daily- and monthly-averaged sampling rates
were used as hydrological dependent records, while different types
of precipitation (P) and air temperature records served as indepen-
dent records. Other climate-related records such as evapotranspi-
ration, snow-on ground/day, snowmelt/day or daily and monthly
extreme values were not available at sufficient continuity to be
used for this study. Monthly mean temperature (T

�
), daily maximi-

um temperature (Tmax) and daily minimum temperature (Tmin)
were used in this study. Monthly records are sufficient to analyse
the general annual pattern, but important information is lost con-
cerning diurnal fluctuations, represented by Tmin and Tmax, that are
important in characterizing UHIE (e.g., Karl et al., 1988). Ten meth-
odological steps were carried out in this study to determine the po-
tential influence of the UHIE on long-term and annual streamflow
patterns (Fig. 1):

(i) Gathering pairs of nearby (<5 km apart) streamflow and cli-
mate records over the same time-interval, at the same sam-
pling rate, and preferably with perfect completeness. These
records were then grouped into potential UHIE influenced
(urban) and non-influenced (rural) records.

(ii) Calculating descriptive statistics for each record to provide
an overview of distribution and extreme values. This process
was aided by visual observation of the plotted records.

(iii) Calculating and evaluating each record’s sample distribution
with regard to Gaussianity, a prerequisite for optimal signal
detection and extraction using Fourier analysis and the



Fig. 1. Flow diagram for processing of both urban heat island affected ‘‘URBAN’’ and
unaffected (‘‘RURAL’’) areas.
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wavelet transform. In this study, the latter was done using
the Morlet wavelet. It should be noted that the distribution
may not be scale-invariant, i.e., a record may be non-Gaussi-
anly distributed on a short time-scale but Gaussianly distrib-
uted on a long time-scale. We tested Gaussianty using the
histogram methods of Al-Smadi (2005).

(iv) Transforming non-Gaussian distributed records into Gauss-
ian distributed records using lognormal or other case-spe-
cific transformation techniques adequate for hydrological
data (Granato, 2009).

(v) Determining long-term, usually multi-decadal trends for
less than 100-year record lengths using linear regression,
then testing the significance of the linear trend, using the
non-parametric Mann–Kendall Test (Kendall, 1975). Conse-
quently, records should preferably have exactly the same
observation/sampling period.

(vi) Extracting annual signals, in particular amplitudes as a func-
tion of time, using CWT (Prokoph and Barthelmes, 1996). In
contrast to spectral analysis, CWT allows for the extraction
of not only single (averaged) signal amplitudes, or spectral
power and phase per waveband, but also time-dependent
records which allow for the tracing of the signal through dif-
ferent urbanization stages.
(vii) Applying linear regression and the MK Test with related sig-
nificance testing on annual amplitude records.

(viii) Applying cross wavelet analysis (XWT) to hydrological and
climate data to extract changes in the annual phase-offset
between paired urban and rural records.

(ix) Determining whether the annual urban–rural phase-rela-
tionship remained stable or not over time, and using linear
regression to determine if a trend occurs in the annual
phase-lag changes.

(x) Determining: (a) The significance of long-term and annual-
scale relationships between climate-streamflow, and (b) If
significant, differences in trends between urban–rural
records were assessed by cross-plots and Pearson correla-
tion coefficients. The annual amplitude and phase-lag record
were downsampled to one data point per year to ensure
non-autocorrelated, independent samples for significance
evaluation. Differences in trends determined whether the
influence of the UHIE on streamflow had an impact on
long-term streamflow trends, annual amplitude of stream-
flow, or timing (phase-offset) of annual streamflow cycle
fluctuations.

3. Data analysis methods

3.1. Continuous wavelet analysis

The Continuous Wavelet Transform (CWT) allows for the auto-
matic localization of periodic signals, gradual shifts and abrupt
interruptions, trends and onsets of trends in time series (Rioul
and Vetterli, 1991). In contrast to Fourier analysis, CWT permits
the transformation of observed time series into wavelet coeffi-
cients according to time and scale (or frequency) simultaneously.
These coefficients can be used to detect and estimate trends or to
reconstruct signals in streamflow and meteorological records that
are of interest for this study. Wavelet analysis first emerged as a fil-
tering and data compression method in the 1980s (e.g., Morlet
et al., 1982a,b). Wavelet analysis transforms a time-series into a
frequency domain, then simultaneously transforms the ‘depth’ or
‘time’ domain and the ‘scale’ or frequency domain by using various
shapes and sizes of short filtering functions called ‘wavelets.’ The
wavelet coefficients W of a time series x(s) are calculated by a sim-
ple convolution (Prokoph and Barthelmes, 1996):

Wwða; bÞ ¼
1ffiffiffi
a
p
� �Z

xðsÞw s� b
a

� �
ds ð1Þ

where a is the scale factor that determines the characteristic fre-
quency or wavelength, b represents the shift of the wavelet over
x(s), and w is the mother wavelet; the variable.

The bandwidth resolution for a wavelet transform varies with

Da ¼
ffiffi
2
p

4pal, and a location or time resolution Db ¼ alffiffi
2
p . Note that due

to Heisenberg’s uncertainty principle DaDb P 1/4p, and the reso-
lution of Db and Da cannot be arbitrarily small (e.g., Prokoph
and Barthelmes, 1996). Parameter l is used to modify wavelet
transform bandwidth resolution either in favour of time or in fa-
vour of frequency. In this study, the CWT was used with the Morlet
wavelet as the mother function (Morlet et al., 1982a,b). The shifted
and scaled Morlet mother wavelet is defined as:

wl;a;bðsÞ ¼
ffiffiffiffi
p4
p ffiffiffiffi

al
p

e�
i2pðs�bÞ

a e�
1
2

s�b
alð Þ

2

ð2Þ

The Morlet wavelet is simply a sinusoid with wavelength/period a
modulated by a Gaussian function (Torrence and Compo, 1998;
Prokoph and Patterson, 2004; Adamowski, 2008). Edge effects of
the wavelet coefficients occur at the beginning and end of the ana-
lysed time-series and increase with increasing wavelength (scale)
and with the l parameter forming a ‘cone of influence of edge ef-
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fects’ (about 5% in this study) (Torrence and Compo, 1998). The
wavelet coefficients W are represented in this study by the ampli-
tude of Fourier frequencies by replacing

ffiffiffi
a
p

with a. The parameter
l = 6 was chosen for all analyses, which gives sufficiently precise re-
sults in resolution of depth and frequency, respectively (Ware and
Thomson, 2000; Adamowski, 2008). The wavelet analysis technique
used in this article is explained in greater detail by Prokoph and
Barthelmes (1996) and Adamowski et al. (2009).

In this study, wavelet coefficients were calibrated to reduce
their exponential decay due to edge effects by dividing the wavelet
coefficient of wavelength a extracted from Eq. (1) by a standing
sine wave of amplitude 1 and wavelength of 365 days. The matrix
of the wavelet coefficients Wl(a,b), or the so called ‘scalogram’, was
coded with shades of grey for superior graphical interpretation.
The scale with the strongest wavelet coefficient in the 320–
400 day waveband, and its associated wavelet coefficient and
phase, were extracted for each time interval Db.

The differences in CWT compared to spectral analysis for the
purpose of this study (extractions of records of amplitudes of an-
nual signals) are illustrated in Fig. 2. A set of three deterministic
models with record lengths in model units (mu) t = 0 . . .200 were
constructed:

Model 1: yðtÞ ¼ 0:01t½1þ cos 2pt
12

� �
� implements a stationary an-

nual signal of gradually increasing amplitude with the addition
of an underlying linear trend. This model can represent long-term
gradually-increasing streamflow, as well as increased annual low–
high streamflow amplitudes.
Fig. 2. Wavelet (CWT), cross wavelet (XWT) and spectral analysis (SA) to detect annual a
Model 1: y(t) = 0.01t + 0.01t�cos(2pt/12). (C) CWT and (D) SA of Model 2: y(t) = exp(0.01
cos(2pt/(12–0.01t2). (G) Extracted maximum annual amplitudes, corrected for edge effe
Phase spectrum of chirp (Model 3) versus y(t) = 0.01t�cos(2pt/12). (J) Extracted phase la
using Morlet wavelet with window width of 6, striped line marks >10% edge effect influen
band (5–320 days), annual band (320–400 days) and inter-annual band (400 days – 2�
Model 2: yðtÞ ¼ expð0:01t½1þ cos 2pt
12

� �
�Þ has the same structure

as model #1, but is exponentially enhanced.
Model 3: yðtÞ ¼ 0:01t 1þ cos 2pt

12�0:01t2

� �h i
represents a ‘chirp’

(Mann and Haykin, 1992) with a synchronous increase of ampli-
tude and frequency due to a resonance effect, which can represent
an earlier arrival of the annual snowmelt-induced flood paralleled
by increasing flood amplitude.

In contrast to spectral analysis (Fig. 2B, D and F), CWT is able to
trace and extract the temporal signal changes, in particular for
Model 3 (Fig. 2E), where spectral analysis provides a low-spectral
power distributed over a broad waveband (Fig. 2F). However, the
period doubling of the annual signal in both spectral analysis and
CWT with model 2 (Fig. 2C and D) illustrates the importance of
transforming, in this case exponentially, a non-Gaussian distrib-
uted signal into a Gaussian-distributed record to avoid amplitude
loss in the waveband of interest. Moreover, the autocorrelation of
the original and the reconstructed signal is preserved (Fig. 3H).
Thus, autocorrelation of amplitudes extracted from annual signals
of climate or streamflow records will not be biased, except for
some cases, as in model 2, and no bias will be introduced in eval-
uating the significance of trends.
3.2. Cross-wavelet analysis (XWT)

The cross-wavelet spectrum of two series x(t) and y(t) is
defined by:
nd long-term nature of UHIE for model units (mu) t = 0 . . .200. (A) CWT and (B) SA of
t + 0.01t�cos(2pt/12)). (E) CWT and (F) SA of a ‘‘chirp’’ Model 3: y(t) = 0.01t + 0.01t�-

cts. (H) Autocorrelations of amplitudes of Model 1 and reconstructed Model 1. (I)
g of annual waveband (11–13 model units bandwidth) from (I). Wavelet scalogram
ce (below line), black-dark grey: large signal, white-low/no signal with intra-annual
total number of days).



Fig. 3. Ottawa, Ontario map with meteorological stations (bold) and hydrological stations (italic): AR-Arnprior, CDA-Ottawa CDA, MCA-Ottawa MacDonald-Cartier Airport,
AN-Angers, R-Russell, CR-Carp River at Kinburn, GR-Clyde River at Gordon Rapids, KC-Kemptville Creek at Kemptville, RR-Rideau River in Ottawa.
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Wxyða; bÞ ¼Wxða; bÞW�
yða; bÞ ð3Þ

where Wx(a, b) and Wy(a, b) are the CWT of x(t) and y(t), respec-
tively, and � denotes the complex conjugate (e.g., Jury et al.,
2002). The phase difference is defined as:

DUðbÞ ¼ tan�1

R a2
a1 ImðWxyða; bÞÞdaR a2
a1 ReðWxyða; bÞÞda

ð4Þ

where b is the time lag b (Jury et al., 2002), and Im and Re represent
the imaginary and real parts of the wavelet transform, respectively.
The mother wavelet and parameters used in this study are the same
as for the CWT description provided above. More details on the
XWT technique that was used in this study can be found in Maraun
and Kurths , (2004); Labat, (2008). They found that significance test-
ing of the cross-wavelet amplitude, or the often used cross-wavelet
coherency, is ambiguous. In this study, XWT was used to extract the
phase lag between two records at a specific (here, annual) wave-
band D/(b) = D/(t). The gradual changes in the phase shift can be
properly traced and extracted as demonstrated by the XWT of mod-
el 3 compared to a cosine wave with a wavelength of 12 model
units (Fig. 2I and J).

3.3. Mann–Kendall test

The Mann–Kendall test is based on the rank correlation meth-
odology introduced by Kendall (1975) with associated statistical
tests implemented by Gilbert (1987). The Mann–Kendall test can
be applied when the data values xi of a time series can be assumed
to obey the model:

Xi ¼ f ðtiÞ þ el ð5Þ

where f(ti) is a continuous monotonic increasing or decreasing func-
tion of time, where ei (the residuals), are assumed to be from the
same distribution and have a mean of zero (e.g., Salmi et al.,
2002). The variance in the distribution is thus assumed to be con-
stant in time. The null hypothesis of no trend existing, Ho, (i.e.,
the observations xi are randomly ordered in time) was tested
against the alternative hypothesis, Ha, assuming there to be an
increasing or decreasing monotonic trend. The software MAKESENS
(Salmi et al., 2002), was used to calculate the Mann–Kendall test,
which is based upon the normal approximation using Z statistics.

Let x1,x2, . . .,xn represent n data points where xj represents the
data point at time j. Then the Mann–Kendall statistic (S) is given
by (Kendall, 1975):

S ¼
Xj¼n

j¼1

Xk¼n

k¼1

signðxj � xkÞ ð6Þ

where sign(xj � xk) equals 1 if xj � xk > 0, equals 0 if xj � xk = 0, and
equals �1 if xj � xk < 0

A very high positive value of S is an indicator of an increasing
trend, while a very low negative value indicates a decreasing trend.
However, it is necessary to compute the probability associated
with S and the sample size, n, to statistically quantify the signifi-
cance of the trend.

The variance (VAR) of S is computed by the following equation:

VARðSÞ ¼ 1=18ðnðn� 1Þð2nþ 5Þ � Rtpðtp � 1Þð2tp þ 5ÞÞ ð7Þ

where n is the number of data points, and tp is the number of data
points in the pth group. A normalized test statistic Z is then calcu-
lated as follows:

Z ¼ S� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VARðSÞ

p if S > 0 ð8Þ

Z ¼ 0 if S ¼ 0 ð9Þ

Z ¼ Sþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VARðSÞ

p if S < 0 ð10Þ

The presence of a statistically significant trend is evaluated using
the Z value. A positive value of Z indicates an upward trend, and a
negative value a downward trend. The statistic Z has a normal dis-
tribution. To test for either an upward or downward monotone
trend at a level of significance a, H0 is rejected if the absolute value
of Z exceeds Z1–0.5a, which is provided by the standard normal
cumulative distribution (e.g., Davis, 1986). The tested significance
levels implemented in MAKESENS are a = 0.001, 0.01, 0.05 or 0.1.
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4. Data

4.1. Streamflow records

Located just south of Ottawa’s centre, the Rideau River station
was the primary source of streamflow data, whereas the other
(non-urban) hydrological stations were located in streams in rural
areas (Fig. 1). The Rideau River Authority provided digital records
of two daily and four mean-monthly streamflow records; the
Water Service of Canada website (wsc.ec.gc.ca) was also used as
a source of similar records. Complete records ranging from 1972–
2005 were available for all stations, and some extended as far back
as the 1930s (Table 1). The only streamflow records which were
considered were those which showed stable land-use or pristine
conditions, less than 5% missing data, and at least 20 years of prop-
erly monitored measurements, taken over the same time-interval
as nearby meteorological stations. Furthermore, the records that
were used are approved by the Water Service of Canada and/or
the Rideau River Authority.
4.2. Climate records

Data was collected and accessed from various meteorological
stations and weather and government sources. The three rural sta-
tions under study were located in Arnprior, Russell, and Angers,
Ontario, and represented areas with rural climates. The stations
were located in small towns with populations under 25,000
(Fig. 3). The urban area of Ottawa centre was represented by the
Canadian Department of Agriculture (CDA) station approximately
2 km south of downtown Ottawa, and about 4 km east from the Ri-
deau River hydrological station. The Ottawa MCA (MacDonald–
Cartier Airport) station is situated in a suburban area gradually
shifting from a rural to an urban setting. The meteorological data
analyzed during the study focused predominately on air tempera-
tures and precipitation levels and were provided by Environment
Canada (weather.ec.gc.ca). These were daily and monthly total pre-
cipitation, monthly mean temperature, and daily minimum and
maximum temperatures (Table 1, Fig. 4). Based on continuous
24 h recordings, all climate records were approved for public and
academic release by Environment Canada (2009) and as such were
corrected and calibrated. Estimates, below detection limit mea-
Table 1
Hydrological and meteorological stations and descriptive statistics.

Station name Station ID Type Unit Data Range Mean

Rideau River at Ottawa, daily WSC02LA004 F m3/s 1/1/72–14/7/2005 44.25
Kemptville Creek, daily WSC02LA006 F m3/s 1/1/72–14/7/2005 2.89
Carp River near Kinburn, daily WSC02KF011 F m3/s 1/1/72–14/7/2005 5.00
Clyde River, daily WSC02KF013 F m3/s 1/1/72–14/7/2005 3.22

Ottawa, CDA, monthly 6105976 T �C 1/1/72–1/12/05 6.30
Ottawa, Airport, monthly 6106000 T �C 1/1/72–1/12/05 6.18
Angers, QC, monthly 7030170 T �C 1/1/72–1/12/05 4.92
Arnpior, monthly 6100345 T �C 1/1/72–1/12/05 5.70
Russell, monthly 6107247 T �C 1/1/72–1/12/05 6.32

Ottawa, CDA, monthly 6105976 P mm 1/1/72–1/12/05 76.16
Ottawa, Airport, monthly 6106000 P mm 1/1/72–1/12/05 78.18
Angers, QC, monthly 7030170 P mm 1/1/72–1/12/05 82.11
Arnpior, monthly 6100345 P mm 1/1/72–1/12/05 66.87
Russell, monthly 6107247 P mm 1/1/72–1/12/05 80.12

Ottawa, CDA, daily 6105976 P mm 1/10/1972–9/9/1999 2.50
Arnpior, daily 6100345 P mm 1/10/1972–9/9/1999 2.20
Ottawa, CDA, daily 6105976 Tmax �C 1/10/1972–9/9/1999 11.13
Arnpior, daily 6100345 Tmax �C 1/10/1972–9/9/1999 10.81
Ottawa, CDA, daily 6105976 Tmin �C 1/10/1972–9/9/1999 1.65
Arnpior, daily 6100345 Tmin �C 1/10/1972–9/9/1999 0.80

T, air temperature; P, total precipitation; F, streamflow.
surements or missing data were recorded. Only records that were
more than 95% complete (i.e., that were not estimates or missing
entries) were used. Priority was given to the urban climate-stream-
flow pairs of Ottawa CDA-Rideau River records and the rural Arn-
prior-Carp River pairs based on population difference, vicinity of
the climate-streamflow pair and almost equivalent recording
periods.
5. Results

5.1. Descriptive statistics and sample distribution of climate and
streamflow records

During the case study, differences in meteorological and
streamflow patterns within Ottawa (and the three surrounding
rural areas of Arnprior, Russell, and Angers) were identified and
quantified. The data analysis focused on pairs of streamflow-cli-
mate records that were obtained less than 10 km apart (see
Fig. 3). The urban pair was the Rideau River at Ottawa, with Ottawa
CDA, and the rural pair was the Carp River at Kinburn Side Road
Bridge, and Arnprior. The climate records in all locations were
nearly complete from 1972 to 1999, with a total of 10 days missing
in 1982 and 1985 from the Arnpior records. All streamflow records
show short and high annual discharge peaks due to snow melt with
a long low discharge interval in between (Fig. 4A and B). The total
amount of discharge varied depending on the magnitude of
streamflow, with the Rideau River discharge roughly 10 times that
of the rural streamflows (Table 1). The sample distribution of all
the records was very similar, as indicated by their kurtosis and
skewness (Table 1). The magnitudes of monthly mean temperature
fluctuations were similar between all records, but these differed
significantly in terms of precipitation records (see Fig. 4C and D).
Moreover, histograms indicate that the temperatures were scale
invariant and normally distributed, with a slight bi-modal pattern
(Fig. 5A and B). The distribution was non-Gaussian for daily precip-
itation records, but Gaussian for monthly records. Thus, for the
analysis of annual amplitudes in this study, a Gaussian distribution
can be assumed. In contrast, streamflow data were not normally
distributed on either daily or monthly scales (Fig. 5E and G), con-
firming the non-Gaussian (e.g., log-normal) distribution in stream-
flow time-series found in other studies (e.g., Schaefli and Zehe,
Median Standard deviation Kurtosis Skewness Range total data range

23.70 59.40 16.15 3.44 581.52 10/12/69–31/10/09
1.89 6.36 17.51 3.66 80.09 11/12/69–28/10/09
0.84 8.51 36.78 5.25 85.00 4/9/71–14/7/05
1.72 4.98 29.99 4.23 87.99 9/9/71–31/12/07

7.10 11.18 �1.29 �0.21 40.30 1/1/1889–1/12/06
6.95 11.14 �1.27 �0.20 40.70 1/1/1938–1/12/06
5.70 11.20 �1.26 �0.23 41.10 1/1/1962–1/9/2009
6.80 11.41 �1.27 �0.23 42.10 1/1/1959–9/9/1999
7.20 10.98 �1.20 �0.25 40.30 1/1/1954–1/12/2006

73.10 34.55 0.29 0.64 193.60 1/1/1889–1/12/06
73.20 34.35 0.65 0.64 223.20 1/1/1938–1/12/06
76.00 39.17 0.58 0.74 209.30 1/1/1962–1/9/2009
65.50 32.12 �0.19 0.50 174.00 1/1/1959–9/9/1999
75.80 35.71 0.50 0.74 189.40 1/1/1954–1/12/2006

0.00 5.80 33.16 4.49 108.60 1/1/1889–1/12/06
0.00 5.36 26.16 4.21 76.00 1/1/1959–9/9/1999
11.90 12.70 –0.90 �0.27 65.30 1/1/1889�1/12/06
12.00 13.10 �0.90 �0.28 67.00 1/1/1959–9/9/1999
2.60 11.82 �0.57 �0.47 59.80 1/1/1889–1/12/06
2.00 12.21 �0.40 �0.54 63.00 1/1/1959–9/9/1999



Fig. 4. Meteorological and hydrological monthly mean records from Eastern Canada.
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2009). Thus, a log-normal transformation was required to provide
a Gaussian distribution suitable for use in Morlet-wavelet-based
CWT and XWT.

5.2. Long-term trends and pattern in climate and streamflow records

For the MK test and linear regression, climate records were
downsampled into annual records for the years 1972–1999 for
comparison with the streamflow records (Table 2). Neither of the
annual mean records shows any significant trends with precipita-
tion. Annual precipitation differences between both rural and both
urban locations showed no significant trends (Table 2).

The relative difference between urban vs. rural warming was
manifested by the difference between long-term trends in the ur-
ban Ottawa CDA, the semi-urban MCA records and the average of
the three rural stations (Arnprior, Russell, and Angers) from 1979
to 1999. In support of the UHIE, the MK test and linear regression
methods (Table 2) showed that the air temperature in the Ottawa
city centre (Ottawa CDA station) warmed significantly (P 6 0.01)
over this period, while at Ottawa’s periphery (Ottawa MCA) this
trend was less significant (P 6 0.05), and not significant (P > 0.05)
in the surrounding rural areas. The air temperature at the Russell
station showed a weakly significant warming trend between
1979 and 2005 (P 6 0.10) when the population grew by 5–14%
per year, compared to a normal growth of less than 3% per year.
This indicates an urban heat island effect of 0.022 �C/year for Otta-
wa versus the surrounding rural areas (Table 2). The temperature
trend difference between Ottawa CDA and the semi-urban MCA



Fig. 5. Histograms of raw and logarithmic transformed meteorological and hydrological daily and monthly mean records.

Table 2
Linear regression and Mann–Kendall tests of long-term changes: trends and significance.

Time series Data type First year Last year n Mann–Kendall trend Regression y = at + b

Test Z Signific. Trend(a) r

Rideau River F 1972 2006 35 �0.37 �0.097 0.12
Carp River F 1972 2006 35 �1.05 �0.01 0.22
Kemptville Creek F 1972 2006 35 �0.97 �0.019 0.20
Clyde River F 1972 2006 35 �0.48 �0.005 0.09
Ottawa CDA T 1972 2005 34 2.58 0.010 0.042 0.50*

Ottawa MCA T 1972 2005 34 2.25 0.050 0.033 0.41*

Arnprior T 1972 1998 27 1.04 �0.027 0.18
Russell T 1979 2005 27 1.71 0.100 0.034 0.37
Angers T 1972 2005 34 0.27 0.004 0.05
Ottawa CDA P 1972 2005 34 �0.47 �0.102 0.12
Arnprior P 1972 1998 27 0.71 0.124 0.17

T, annual mean air temperature; P, total daily precipitation, annual average; F, annual average streamflow; n, record length (in years); r-Pearson correlation coefficient.
* Level of significance >0.05.

232 J. Adamowski, A. Prokoph / Journal of Hydrology 496 (2013) 225–237
station is minor (Table 2), likely due to increased construction and
expansion activities around the airport between 1980 and 2000.
The trend of annual streamflow records in both rural and urban
hydrological stations was found to be weakly decreasing, but not
significant (P > 0.05) using either MK tests or linear regression
analysis (Table 2).

Cross-plots and the R2 values of linear regressions of climate vs.
streamflow (Fig. 6) indicate a significant dependency of streamflow
records on precipitation, but not on temperature. This correlation
was more significant in the urban data than in the rural data
(Fig. 6C and D). Thus, relative wet periods over several years led
to long-term increases in the streamflow over the same period,
particularly for the Rideau River. The Rideau River transports more
water and has a larger drainage area than the smaller Carp River
and may thus be more responsive to larger amounts of
precipitation.



Fig. 6. Linear regression between mean annual meteorological and hydrological records from urban and rural areas with coefficient of determination (R2).
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The rural area around the Carp River may be capable of releas-
ing precipitation water through groundwater runoff more effec-
tively. Alternatively, the weaker streamflow of the Carp River
allows for a larger proportion of precipitation water to be removed
from the streamflow by evaporation over the long term. However,
this study indicates that the influence of precipitation on stream-
flow is the same in urban as in rural settings.

5.3. Impact of urban heat island effect on annual streamflow patterns

The CWT extracted the strongest signal for an annual amplitude
in the 320–400 day waveband for all records from the urban Ri-
deau River–Ottawa CDA and rural Carp River–Arnprior stream-
flow/weather station pairs (Fig. 7). Annual amplitude fluctuations
were greater in the Rideau River with fluctuations of �20 m3/s in
years with a smaller difference between the annual snowmelt-in-
duced discharge peak and base flow, and of �50 m3/s in years
when this difference was greater (Fig. 7A). The rural Carp River
showed stronger relative fluctuations, as evidenced by the loga-
rithmic-normalized record (Fig. 7B). Nevertheless, the temporal
pattern was similar (Fig. 7A and B) with general negative trends.
However, based on the MK test and Pearson correlation of both
logarithmic normalized and non-normalized records, the annual
amplitude trend was only significant in the rural Carp River
(Table 3). This indicates that the contrast between high snow-
melt-induced discharge and low baseflow significantly decreased
over the study period, by either an increase in background flow
or a decline in maximum flow.

The annual amplitudes of the climate records showed similar
patterns between rural and urban records, with obvious negative
trends in Tmin and Tmax (Fig. 7C–E). The annual amplitude of vari-
ability in total precipitation from 1973 to 1999 showed similar
fluctuations, but no significant trends in either rural or urban areas
(Fig. 7C). Both locations had simultaneous years of relatively con-
stant precipitation and years that were characterized by large pre-
cipitation amplitudes (i.e. swings between rainy and dry seasons).

The annual amplitudes of daily Tmin and Tmax showed a dis-
tinctly different pattern between rural and urban areas (Fig. 7D
and E). However, the MK test and Pearson correlations indicated
that only the negative trends in the urban setting are significant
(Table 3). Years with relatively high and low annual temperature
swings were still well correlated, but Ottawa’s urban station (Otta-
wa CDA) showed only a slight linear decreasing trend from 1973 to
1999, indicating that the summer-winter temperature contrast be-
came weaker over the years. This pattern is typical for the urban
heat island effect (e.g., Karl et al., 1988).

The annual amplitude fluctuations of streamflow and precipita-
tion were significantly correlated in both rural and urban areas
(Fig. 8A and D). Thus, higher amounts of snowfall/rain lead to high-
er amplitudes of the snowmelt induced annual discharge cycle.
This also indicates that local precipitation measurements describe
the overall precipitation pattern and its influence on the drainage
system of the streamflow of interest well in the study region. Ur-
ban areas with more variable precipitation over short distances
may require more than ‘‘pinpoint’’ measurements to illustrate ur-
ban or rural precipitation patterns. In contrast, only the urban an-
nual Tmin and Tmax amplitudes were significantly correlated
(r2 > 0.34 and 0.55, respectively) with annual variability in stream-
flow (Fig. 8E and F).

The phase difference of the annual waveband signal between
urban and rural records shows a shift of ��0.017 radians, indicat-
ing that the annual streamflow cycle of the Carp River lags �1 day
behind the Rideau River in Ottawa (Fig. 9). There is an abrupt drop
to ��0.8 radians (�1.5 months) in 1988/1989, with a recovery to
��0.2 in 1990 (Fig. 9 A). The phase difference in precipitation be-
tween both settings is even higher: ±1 radians on average, equiva-
lent to ±2.5 months, indicating a strong local variability of the
occurrence time of precipitation events (Fig. 9B). Neither phase dif-
ferences in streamflow nor precipitation showed any significant
trend (Table 3). In contrast, the phase difference of the annual cycle
between urban and rural areas developed from �0 to ��0.03
(�2 days) for daily Tmin (Fig. 9C) and to ��0.013 (�1 day) for daily
Tmax (Fig. 9D), both of which were statistically significant (3).
Moreover, there was a significant positive correlation between
phase differences in streamflow and Tmin, indicating that an earlier
annual warming in the late 1980s in Ottawa vs. the rural areas,
may have resulted in an early onset of snow-melt induced high dis-
charge in the Rideau River compared to the Carp River, where the
threshold for ice-breakup was not reached for several weeks after
the Rideau River.



Table 3
Mann–Kendall test of trends in annual amplitudes and phase of streamflow and climate r

Time series Data

Parameter type First year Last year n

RR Amplitude F 1974 1997 24
CR Amplitude F 1974 1997 24
CDA Amplitude P 1974 1997 24
CDA-Tmin Amplitude T 1974 1997 24
CDA-Tmax Amplitude T 1974 1997 24
AR Amplitude P 1974 1997 24
AR-Tmin Amplitude T 1974 1997 24
AR–Tmax Amplitude T 1974 1997 24

RR-CR Phase lag F 1974 1997 24
CDA-AR Phase lag P 1974 1997 24
CDA-AR-Tmin Phase lag T 1974 1997 24
CDA-AR-Tmax Phase lag T 1974 1997 24

T, air temperature; P, total precipitation; F, streamflow; n, record length (in years); RR, Rid
AR, Arnprior station; r-Pearson correlation coefficient.
* Level of significance a > 0.1.
** Level of significance a > 0.05.

Fig. 7. Amplitudes of annual (320–400 days) waveband of urban (Ottawa CDA,
Rideau River) and rural (Arnprior, Carp River) meteorological and streamflow
records.
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6. Linkages in long-term and annual streamflows and climates

The long-term trends and correlations in the climate and hydro-
logical records indicate a set of potential influences of UHIE on
streamflow. However, the trends that were found are not related
to the UHIE, but rather to regional or global variability. An influ-
ence of UHIE on long-term (multi-year) streamflow variability
was not evident from our results. This is probably due to the sup-
pression of the effects of local urban warming on precipitation by
more influential, non-UHIE-mediated interannual changes, for
example in precipitation, evaporation, and groundwater flow. For
example, there was no significant relationship between long-term
urban warming and mean streamflow discharge. The streamflow
is, in the long-term, most strongly dependent on the precipitation
pattern, which is not significantly impacted by the UHIE. In urban-
heat-island-affected areas streamflow maxima peaked at lower
values, but the large streamflows during the peak season were of
longer duration than in rural areas. For example, large winter
and summer flooding events occurred after high precipitation,
whereas dry winters and wet summers were characterized by few-
er and less extensive annual flooding events. The most significant
detected impact of UHIE on streamflow occurred within the annual
cycle, where the amplitude of temperature changes (both daily
Tmin and Tmax) were significantly correlated to streamflow ampli-
tude changes, conferring the possibility of transfer functions.

The transfer function between temperature T (�C), and stream-
flow F (m3/s), was DT/year � 0.025 DF/year, or vice versa, DF/
year � 40 DT/year. Thus, a reduction of �1 �C in the annual winter
cooling (or summer warming) may lead to a �40 m3/s reduction in
streamflow during the snowmelt induced annual discharge cycle.
Over the last few decades the drop in the annual temperature
amplitude at Ottawa CDA has been �0.02 �C/year (Fig. 7D and E),
which has resulted in a cumulative drop of �0.8 �C over the last
40 years (Prokoph and Patterson, 2004). Based on the above rela-
tionship, this corresponds to a �32 m3/s decrease in streamflow
of the annual spring flood over the past four decades. This is a sig-
nificant drop (>15%), considering that on average, the annual
streamflow increases from an average baseflow of �55 m3/s to
over 200 m3/s during the annual flood season; for the Rideau River,
this season lasts one to two weeks. However, the absence of any
significant correlation between air temperature and streamflow
in the rural areas surrounding Ottawa underlines the impact and
importance of the UHIE and the models used to detect it.
ecords.

MK trend Regression y = at + b Regression ln(y) = at + b

Test Z a Trend(a) r Trend(a) r

�1.36 �0.318 0.24 �0.002 0.09
�1.71 0.1 �0.039 0.43** �0.018 0.4**

0.72 0.006 0.17
�1.31 �0.018 0.39*

�1.41 �0.020 0.37*

�0.12 0.003 0.08
�0.77 �0.010 0.16
�0.62 �0.015 0.26

�0.0390 0.17 0.0002 0.00
�0.0185 0.31
�0.0002 0.25
�0.0002 0.45**

eau River; CR, Carp River; CDA, Ottawa Canadian Department of Agriculture station;



Fig. 8. Linear regression between annual amplitudes of meteorological and hydrological data from urban and rural areas with coefficient of determination (R2).
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It was also found that a 1-day difference exists between urban
and rural areas in the time lags between the onsets of the annual
temperature cycle and streamflow cycle (Fig. 9). It is possible that
this time-lag difference is caused by only a few extraordinary
events during the late 1980s; more tests on longer datasets are re-
quired for stronger verification.

Previous studies have used combinations of wavelet analysis,
regression analysis, or the Mann–Kendall test to explore waveband
specific signals (e.g., Burn et al., 2008; Coulibaly, 2006). However,
most of the previous studies focused on the relationship that exists
between streamflow and long-term patterns, such as those seen
with the North Atlantic Oscillation, or the sunspot and El Nino cy-
cles (e.g., Anctil and Coulibaly, 2004; Adamowski et al., 2009). As
well, no studies to date have used both wavelet analysis and the
Mann–Kendall test together to explore the influence of climate
on streamflow. This study determined, for the first time, in a quan-
titative manner, the impact of the urban heat island effect (i.e., ur-
ban warming) on the streamflow of rivers that flow through the
center of their associated city. This study by no means exhausted
all possible UHIE influences on river discharge. Including more cli-
mate related parameters and more study sites would provide a
wider understanding. Moreover, higher-resolution records (e.g.,
hourly) may also detect diurnal dependency that could be useful
for decision-makers involved with lock openings, waste overflow
management and other issues. The methods used in this study
(MK test, CWT and XWT) permit waveband-specific extraction
and analysis of time-scale dependent changes that can provide
information beyond purely time-domain-averaged analyses such
as those which use spectral techniques, or frequency-domain aver-
aging analysis (e.g., smoothing and linear analysis). The use of
time-independent correlation coefficients after the extraction
stage already gives a good understanding of the UHIE, in particular
for relatively short datasets such as the ones used in this study. For
longer records the determination of time-dependent significance
and coherency levels would be useful in tracing the development
of an UHIE over time (e.g., a village growing into a large industrial
city).
7. Conclusions

In this study, long-term (i.e. multi-annual) flow patterns were
not significantly influenced by urban warming. However, annual
flow patterns were significantly affected in the urban (vs. rural)
area. The annual amplitude in the urban Rideau River streamflow
in Ottawa correlated positively with the annual air temperature
amplitude (i.e. less severe annual flooding with a decreasing win-
ter/summer temperature contrast), whereas such a relationship
did not occur at the rural stations. In the examples explored in this
study, the annual flow pattern was strongly characterized by the
magnitude and exact timing of the snowmelt-related high stream-
flow. Such snowmelt-induced annual discharge cycles are typical
for most mid- to high-latitude and alpine streams in the northern
hemisphere, which frequently pass through urban centers.



Fig. 9. Urban–Rural phase-lag differences in the annual waveband: (A–D) Records of phase-lag differences in the annual waveband of meteorological and hydrological data,
note: 0.5 radians are equivalent to 1 month, and 0.017 radians are equivalent to 1 day. (E–F) Linear regression between phase-lag changes between urban and rural records of
streamflow versus meteorological records, including coefficient of determination (R2).
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This study also found that the precipitation pattern was not af-
fected by urban heat island warming. The warming from the UHIE,
especially during winter months, may reduce the severity of the
annual spring flood event in mid-to-high latitudinal continental
settings. Further studies could focus on the development of trans-
fer functions between monthly or higher resolution climate re-
cords and corresponding streamflow measurements, as well as
include other records that may be of importance to city planners
and policy-makers in quantifying and projecting streamflow pat-
terns (e.g., daily or monthly minimum or monthly flow) in a warm-
ing environment. For example, paired meteorological-streamflow
measurements could be assigned for upstream and downstream
regions of the urban center to evaluate the persistence and resil-
ience of streamflow to the UHIE. The methodology presented per-
mits a wide range of bandwidth-dependent climate record
extractions and their subsequent analysis (e.g. as with XWT) and
comparison between urban and rural data sources. A method could
be developed to determine the degrees of freedom of bandwidth,
mother wavelet and time resolution dependent wavelet ampli-
tudes to better test the significance of potential relationships.
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